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1. QUOTATIONS TO OPEN ON 

 

“Effective risk management requires an understanding of the ingredients of risk: value, threat, 

vulnerability, and probability. Value includes the value of avoidance of a detrimental outcome, as well as 

the value of achievement of a beneficial outcome.” 

 

Robert Halligan 

 

“Nothing is more difficult and, therefore, more precious, than to be able to decide.” 

 

Napoleon Bonaparte 

French General and Emperor, 1769-1821 

 

 

 

 

 

 

  



 

 PPI-007046-1C  6 of 91 

2. FEATURE ARTICLE 

2.1 Systems Engineering Transformation 

by 

Troy A. Peterson 

 INCOSE, Assistant Director Transformation 
 

SSI, Vice President 

Email: tpeterson@systemxi.com 

Copyright © 2018 by Troy A. Peterson.  All rights reserved. 
 

 

Abstract 

While complex systems transform the landscape, the Systems Engineering discipline is also experiencing 

a transformation to a model-based discipline. In alignment with this, one of the International Council on 

Systems Engineering (INCOSE) strategic objectives is to accelerate this transformation. INCOSE is 

building a broad community that promotes and advances model-based methods to manage the complexity 

of systems today which seamlessly integrate computational algorithms and physical components across 

domains and traditional system boundaries. This paper addresses contextual drivers for transformation as 

well as obstacles, enablers, and INCOSE resources aligned with accelerating the transformation of 

Systems Engineering to a model-based discipline. 

Introduction 

Systems today are more interconnected, situationally aware, and intelligent than ever before. This shift is 

also changing the way we develop, manage, and interact with systems.  The number of interactions is 

growing at an increasing rate, placing significant demands on organizations to improve system safety, 

security, and reliability. The National Science Foundation (NSF) notes that the challenges and 

opportunities of today’s engineered systems which are built from, and depend upon, the seamless 

integration of computational algorithms and physical components, are both significant and far-reaching [1]. 

To address the challenges presented by these systems, the NSF has called for methods to conceptualize 

and design for the extensive interdependencies inherent in these systems within aerospace, automotive, 

energy, medical, manufacturing, and other sectors. 

While system complexity advances and transforms the landscape, the Systems Engineering discipline is 

also experiencing a transformation—moving from a document-based to a model-based approach.  This 

transformation, led by the International Council on Systems Engineering (INCOSE), is necessary to 

advance the discipline, manage complex emergent behaviors, and meet stakeholder and market needs.  

mailto:tpeterson@systemxi.com
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Contextual Drivers 

Figure 1 below outlines internal and external drivers influencing systems and their context. Collectively, 

these drivers influence both the discipline of Systems Engineering and the systems of interest that 

Systems Engineering produces.  Internally, both systems complexity and digital transformation have a 

significant influence on the need and ability to transform the discipline of Systems Engineering. Likewise, 

externally the market is driving toward mass customization and technology adoption all while systems are 

rapidly connected to a vast array of other systems to improve stakeholder value. These interrelated 

systems and contextual influencers cut across all sectors, and they are driving profound change all around 

us. 

 

Figure 1: Growing internal and external system and contextual rate of change. 

Consider the following quotes which are put forward as appropriate descriptions of the challenges we 

experience with our programs and systems. 

• “Today more and more design problems are reaching insoluble levels of complexity.” 

• “At the same time that problems increase in quantity, complexity, and difficulty, they also change 

faster than before.” 
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• “Trial-and-error design is an admirable method. But it is just real-world trial and error which we 

are trying to replace by a symbolic method. Because trial and error is too expensive and too 

slow.” 

These quotes nicely summarize our context today, yet they were expressed over 50 years ago by 

Christopher Alexander in his book Notes on the Synthesis of Form [2].  These bullets are more applicable 

today than they were 50 years ago, and they will be even more applicable 50 years from now.  Alexander 

offers a solution to these challenges in the form of “symbolic method” – or models which is the keystone 

to the transformation of Systems Engineering. 

The Role of Digital Transformation 

Digital Transformation is changing the fundamental nature of how organizations use and adopt digital 

technologies to create an order of magnitude change in value creation.  This value can be expressed in 

more desirable products or in reduced resources to produce value.  The lower left graphic of Figure 1 

shows the rise in interest in Digital Transformation provided by Google Trends for the term “Digital 

Transformation”.   In like fashion there has been a similar growth in publications covering the topic of Digital 

Transformation.  Many of these publications, however, emphasize the anticipated impact on business 

systems such as corporate websites and marketing strategies, sales efficiencies, front office processes, 

and the customer experience as outlined in The Digital Imperative, Boston Consulting Group 2015 [3]. In 

another publication, The Digital Business Imperative from Forrester, 401 global executives in companies 

with 250 or more employees identified e-commerce, marketing, and IT as the top three functions to be 

impacted most by digital technologies [4].  This same report from Forrester charted insurance and retail 

as the most likely to have digital technology drive strategy and disrupt their business. It also mapped 

engineering as the least likely out of a dozen different sectors to have digital technology drive strategy and 

disrupt their business. These and other publications noted that the most significant impact of digital 

technologies is when they are leveraged to impact the most substantive value creation aspects of an 

enterprise.  For many organizations, the most significant value creation area and core capability is new 

product development or Systems Engineering – the aspect of the business most directly impacting 

innovation. Unfortunately, the cited publications and many other articles and publications do not address 

the significant impact and value of a broader systems approach, and its effect on the innovation process 

and role of modeling and engineering. This paper proposes that transforming Systems Engineering 

through the application of systems modeling is the essential element to value creation via Digital 

Transformation.  It is the area of greatest leverage and can drive revolutionary change in today’s 
hyperconnected dynamic world. 

To be at the heart of this revolution requires that organizations understand contextual drivers and also 

leverage the major technological shifts, many of which have been identified by INCOSE, the World 

Economic Forum, and other sources.  System modeling provides a virtual system synthesis - an integrated 

view of how evolving digital technologies impact designs and businesses. A model-based approach, 

however, requires a significant culture shift as well as a new mindset to operate within a data-centric digital 
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environment.  The paper “Deep Shift: Technology Tipping Points and Societal Impact” by the Global 

Agenda Council, World Economic Forum [5] highlights Six Megatrends affecting the global economy.  It 

describes the convergence of the Internet of Things (IoT), Artificial Intelligence (AI), 3D printing, and other 

megatrends which are truly reshaping the industry. The trends identified by the World Economic Forum 

and others are supported and enabled through model-based systems engineering methods, providing both 

new opportunities as well as ways to mitigate risks.  Following are a few example trend areas and 

associated challenges and opportunities for how model-based systems engineering methods can help. 

The Internet of Things (IoT) is a trend that has created a rapid explosion of interrelated systems and is a 

significant contributor to the increase in interconnectedness and system complexity.  Impacts of the IoT 

are still only in the formative stages, and it continues to have exponential growth. This hyperconnectivity 

is ubiquitous, occurring across domains and with systems we use every day. Systems Engineering is 

fundamentally about designing and managing interactions to drive state change and desired 

behaviors.  As IoT drives up the number of interactions, the application of model-based systems 

engineering becomes a necessary and logical method to fully express and manage these interactions and 

their associated risks and opportunities. 

Another trend, Data Science, is also growing rapidly. The amount of data from instrumented and connected 

devices covers the full lifecycle from identification of stakeholder needs to system disposal.  The amount 

of data organizations receive from systems is immense; in fact, it’s often overwhelming. It’s been said that 

many firms are drowning in data, and starving for information. The use of systems models to help put data 

in context, however, provides a great opportunity to improve engineering with robust feedback loops and 

ongoing learning and continual refinement of systems models and the opportunity to speed the overall 

engineering effort. 

Cyber Security is another a rapidly growing need and trend aided by MBSE.  As our system boundaries 

expand and more and more systems and subsystems become interconnected, new vulnerabilities and 

failure modes are often introduced.  Here multidisciplinary models that bridge the cyber and physical 

domains are essential. Cyber security is often viewed from an enterprise IT perspective rather than an 

engineering viewpoint of a Cyber-Physical System.  As more and more elaborate systems models are 

produced integrating both the cyber and physical aspects of a design, a more complete understanding of 

cyber security and safety is being provided.  System models can easily be traversed to assess 

vulnerabilities, propagation paths, identify broker components, and more. 

Artificial Intelligence (AI) may be the trend with the most hype given the strong movement toward 

autonomy.  AI is being incorporated very rapidly into more and more domains and products.  In 1997, 

IBM’s Deep Blue beat chess grand master, Gary Kasparov.  In 2009, Garry Kasparov concluded that 

“weak human + machine + better process was superior to a strong computer alone and, even more,  

remarkable, is that it’s superior to a strong human + machine + inferior process.”  He also said that “Today, 

for $50 you can buy a home PC program that will crush most grandmasters.” Design space, like chess, is 

a constrained space but rather than be limited by a board, pieces, and rules, designs are often constrained 



 

 PPI-007046-1C  10 of 91 

by cost, schedule, technological advancements, and existing assets.  Formal systems models provide a 

robust way to enable the use of AI, and when combined with human expert knowledge and robust systems 

engineering processes, they can provide a significant competitive advantage in the development and 

quality of complex systems. 

The Role of System Complexity and Rate of Change 

Systems complexity is growing at an unsettling rate with the number and density of interactions increasing 

dramatically.  This increase is creating a web of interactions and related behaviors unlike what we have 

dealt with in the past. As an example, to demonstrate how interactions drive complexity, consider Figure 

2 which presents two basic systems represented by nodes (N) and links (L).  The first system on the left 

is the five-node system.  To calculate how many potential links (PL) this system can have, we can use the 

equation provided in Figure 2, where N is the number of nodes representing system elements, i.e., 

subsystems or components, and the lines represent a simple connection or potential interaction without a 

type or direction. The number of unique configurations of this simple system is 2PL. In comparing the 5- 

element system and 30 element system on the right, one can see how quickly the number of Unique 

Configurations (UC) grows with the increase in system elements and interactions.  Surprisingly, an 18-

element system with a network density of one, where every node is connected to every other node, has 

more unique configurations than the number of known atoms in the universe.  While a network density of 

one is highly unlikely, this example does show how the rapid increase in instrumenting our systems and 

connecting them with external systems is impacting the complexity of systems management and our 

engineering efforts. 

 

Figure 2: Example of how interaction density increases system complexity 

Provided the significant shifts outlined above occur, especially the contextual changes associated with 

systems complexity and digital transformation, organizations will be seeking approaches which leverage 

UC = 210 or 1024

Nodes = 5 

Potential Links = 10 

Nodes = 30,  potential links = 435, 
UC = 2435

Number of known atoms in the 
universe ~ 2158 and 2246

 

     PL = N (N -1) 

       2 
 



 

 PPI-007046-1C  11 of 91 

symbolic method, or formal models, to speed life-cycle management of systems and ensure a holistic view 

when making decisions. Accelerating this approach is the mission of INCOSE’s transformation effort. 

Systems Engineering Transformation 

INCOSE: “The International Council on Systems Engineering (INCOSE) is a not-for-profit membership 

organization founded to develop and disseminate the interdisciplinary principles and practices that enable 

the realization of successful systems.” [6] INCOSE’s vision is “A better world through a systems approach.” 

To meet this end, INCOSE produces state-of-the-art products that further the systems engineering 

discipline, leading to improvements in productivity, effectiveness, overall system performance, and 

ultimately increased stakeholder value.  In today’s new context MBSE is a must – just as outlined in 

INCOSE’s vision 2025. 

INCOSE Vision 2025: INCOSE’s Vision 2025 addresses 

the movement to transform the practice of Systems 

Engineering to a model-based discipline.  The vision states 

that “Systems Engineering will lead the effort to drive out 

unnecessary complexity through well-founded architecting 

and deeper system understanding; which can only be 

reasonably achieved through the use of models.”  [7] The 

vision goes on to describe a virtual engineering 

environment that will incorporate modeling, simulation, and 

visualization to support all aspects of systems engineering.  

The INCOSE Vision 2025 provides the Systems 

Engineering “From” and “To” states identified in the 

sidebar. 

INCOSE Systems Engineering Strategic Objective: The 

systemic complexity of systems today demands a systems 

engineering approach. It requires a systems paradigm 

which is interdisciplinary, leverages principles common to all complex systems, and applies the requisite 

physics-based and mathematical models to represent them. It also requires a model-based approach to 

manage the immense amount of interrelated engineering data and information.  “Model-Based Systems 

Engineering is the formalized application of modeling to support life cycle system engineering activities, 

beginning in the conceptual design phase and continuing throughout development and later life cycle 

phases.” INCOSE also notes that “Modeling has always been an important part of systems engineering to 

support functional, performance, and other types of engineering analysis.”   

Systems Engineering Transformation, one of INCOSE’s seven strategic objectives [8], is an essential 

objective for INCOSE and the systems engineering discipline. The INCOSE Systems Engineering 

Transformation strategic objective is provided below: 

From:    
Model-based systems engineering has 
grown in popularity as a way to deal with 
the limitations of document-based 
approaches but is still in an early stage 
of maturity similar to the early days of 
CAD/CAE. 
 
To:    
Formal systems modeling is standard 
practice… and is fully integrated with 
other engineering models. System 
models are adapted to the application 
domain and include a broad spectrum of 
models for representing all aspects of 
systems. The use of internet-driven 
knowledge representation and 
immersive technologies enables highly 
efficient and shared human 
understanding of systems in a virtual 
environment that spans the full life cycle 
from concept through development, 
manufacturing, operations, and support.  
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INCOSE accelerates the transformation of systems engineering to a model-based discipline. 

In alignment with this objective, the application of model-based methods has increased dramatically in 

recent years, becoming a more standard practice for those who have established systems engineering 

capabilities.  This shift in approach has been enabled by the continued maturity of standards for modeling 

languages, methodologies, and related technologies, including capability advancements made by tool 

vendors. 

Figure 3 below outlines a vision, mission areas, goals, and objectives designed to help achieve INCOSE’s 

strategic objective for transformation.  The mission areas are targeted to: 

1.  Infuse INCOSE with model-based methods, 

2.  Engage Stakeholders external to INCOSE to better understand and share what is practiced and 

needed, and  

3.  Advance the Practice and share with stakeholders what is possible through the application and 

transformation to a model-based approach.   

 

 

Figure 3: INCOSE Systems Engineering Transformation Mission Areas, Goals, and Objectives 

 

 

Vision Systems Engineering is acknowledged as a model based discipline
Mission INCOSE accelerates the transformation of systems engineering to a model-based discipline

Mission Area # 1 2 3

Mission Area Infuse INCOSE Engage Stakeholders Advance Practice

Mission Area What can INCOSE Do? What is practiced and needed? What is possible?

Goals
Infuse model based methods throughout 

INCOSE products, activities and WGs

Engage stakeholders to assess the 

current state of practice, determine 

needs and values of model based 

methods

Advance stakeholder community model 

based application and advance model 

based methods.

Objective 1

Foundations

Inclusion of model based content in 

INCOSE existing/new products (Vision, 

Handbook, SEBoK, Certification, 

Competency Model, etc.)

Define scope of model based systems 

engineering with MBE practice and 

broader modeling needs

Advance foundational art and science of 

modeling from and best practices across 

academia, industry/gov. and non profit. 

Objective 2

Expand Reach

Expand reach within INCOSE of MBSE 

Workshop; highlight and infuse tech ops 

activities with more model based 

content (products, WGs etc.)

Identify, categorize and engage 

stakeholders and characterize their 

current practices, enablers and obstacles

Increase awareness of and about 

stakeholders outside SE discipline of 

what is possible with model based 

methods across domains and disciplines 

(tech/mgmt)

Objective 3

Collaborate

Outreach: Leverage MOUs to infuse 

model based content into PMI, 

INFORMS, NAFEMS, BIM, ASME and 

others, sponsoring PhD Students, 

standardization bodies,  ABET

Build a community of Stakeholder 

Representatives to infuse model based 

advances into organizations practicing 

systems engineering.

Initiate, identify and integrate research 

to advance systems engineering as a 

model based discipline

Objective 4

Assessment/ 

Roadmap

Assess INCOSE's efforts (WG, Objectives, 

Initiatives etc.) for inclusion of model

based methods across the Systems 

Modeling Assessment/Roadmap

Engage stakeholder community with 

Systems Modeling Assessment/ 

Roadmap to better understand the state 

of the practice of MBSE.  Push and pull 

content from stakeholders (change 

agents and the "to be convinced")

Provide baseline assessment framework, 

Systems Modeling Roadmap, to create a 

concrete measure of current state of the 

art of what's possible/what's the 

potential.
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The Challenges of Transformation 

The focus of INCOSE’s strategic objective is to accelerate the transformation already underway.  However, 

transformation, let alone accelerating it, has many challenges.  The consulting firm McKinsey has noted 

that over 70 percent of complex, large-scale change programs fail to achieve their goals [9].  In their report 

on Transformation, McKinsey also found that this is primarily due to employee resistance and lack of 

management support.  The Harvard Business Review (HBR) article notes similar challenges with Digital 

Transformation, citing organizational silos, legacy processes, and cultural resistance to change as key 

barriers. Figure 4 outlines the primary issues identified in the HBR article that tend to hold organizations 

back from achieving their transformation goals.  Note also that these barriers apply to Digital  

Transformation leaders, followers, and laggards. 

 

Figure 4: Barriers to Digital Transformation viii 

Figure 5 [10] is an overlay of Gartner’s Hype-Cycle1 [11] and a graphic from Geoffrey Moore’s Crossing 

the Chasm [11], with adoption from Roger’s Innovation cycle [12]. These models frame the challenges of 

transformation well.  They express the difficulty in managing expectations as shown in Gartner’s Hype 

Cycle with its peak of inflated expectations and trough of disillusionment.  Moore’s Crossing the Chasm 

graphic identifies the roles in the transformation that stakeholders often take on, such as innovators, 

adopters, and laggards. The Transformation activities within INCOSE are aimed at supporting adoption 

and these transitions.  This includes understanding and managing expectations as well as aiding those 

change agents who are navigating the chasm.  INCOSE is working to produce products and communicate 

best practices and lessons learned to reduce inflated expectations, minimize the trough of disillusionment, 

and ultimately ramp up productivity in the application of systems engineering using formal models.   

 

                                                 
1 Hype Cycle is a branded graphical presentation developed and used by the IT research and advisory firm, Gartner. 
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Figure 5: Gartner Hype-cycle and Moore/Rogers Crossing the Chasm 

 

INCOSE and other sources have identified many enablers and barriers to transformation.  Figure 6 outlines 

enablers, needs, and obstacles by categorical area identified by INCOSE’s Corporate Advisory Board 

(CAB). Table 1 outlines a summary of enablers for Digital Transformation from the Harvard Business 

Review Analytic Services Report titled “Driving Digital Transformation: New Skills for  Leaders, New Role 

for the CIO” [13]. 

 

Figure 6: INCOSE Corporate Advisory Board Enablers, Needs and Obstacles for Model Based by 

categorical area 

 
 
 
 
 
 
 

Documents to Models

Enablers
• Translate models into decision maker language

• Ability to analyze quickly, proper level of fidelity

• Change management best practices

Needs
• Models need to answer stakeholder questions

• Connect modeling to programmatic success

• Demonstration how modeling speeds innovation

Obstacles
• Why change, what is the ROI

• Inability to know if model used is reliable; VVUQ
• Up front costs in resources, time to learn etc.

Process / Methods

Enablers
• Clearly demonstrate the value of system model(s)

• Models uncover errors in existing artifacts

• Aid an early adopter with a pain point

Needs
• Systems  engineering and domain ontologies

• Common MBSE methods and practices

• Better ability to review model quality/accuracy

Obstacles
• Contracting and policy 

• Use of requirements documents versus models

• Benefits are not obvious but they should be

Model Based ROI

Enablers
• Seeing through the “Mystique” of MBSE
• Framework to view ROI by process area

• Capitalizing models as intellectual property

Needs
• Baseline to compare MBSE application 

Viewpoint of ROI from multiple stakeholders

• Covering all of ISO 15288 process areas

Obstacles
• Weak Systems Eng. foundation for MBSE

• Lack of understanding; one size does not fit all

• Expressing “Soft” versus “Hard” ROI for MBSE



 

 PPI-007046-1C  15 of 91 

Table 1: Keys to the Digital Transformation 
 

INCOSE Activities Aligned to Transformation 

INCOSE’s Working Groups (WG) are one of the key organizational elements that produce technical 

products.  INCOSE has nearly 50 working groups which are organized into four general areas: Application 

Domains, Analytic Enablers, Process Enablers, and Transformational Enablers.  Several INCOSE 

Working Groups which have projects and products aligned with the Transformation Strategic Objective.  

Some of these WGs are noted in Table 2. 

Table 2:  MBSE Initiative Challenge Team Name 

 

The MBSE Initiative which resides within INCOSE’s Transformational Enablers set of Working Groups is 

being used as an innovation incubator to kick-start innovative activities to advance the transformation of 

systems engineering and the application of model-based methods. Table 3 outlines three new Challenge 

Teams and one collaborative effort associated with the Patterns WG that were initiated by the efforts of 

WGs that are aligned with INCOSE’s Systems Engineering Transformation strategic objective. 

MBSE Initiative Challenge Team Name 

Agile Systems & Systems Engineering 

Lean Systems Engineering 

Model-Based Concept Design 

Object-Oriented SE Method  

MBSE Patterns  

System Science 

Ontologies 

Systems and Software Integration 

Enterprise Systems 

Tool Integration & Lifecycle 

Management 

Digital Engineering Information 

Exchange 

Very Small Entities (VSE) 

Model Based Systems Engineering 

Initiative  

Keys to Digital Transformation 

Digital leadership starts at the top 

Engage in a discussion of trends 

Think about agile 

Use examples to make it real 

Need a foundation of trust 

Use KPIs for sharing knowledge 

Break down walls wherever possible 

Need digital coaches or masters 

Create appropriate learning forums 
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Organizational Change Management 

One of the most important areas in supporting the transformation of Systems Engineering to a model-

based discipline is the need for organizational change management.  As outlined under the subheading 

“The Challenges of Transformation” the ability to manage change within a project, program, enterprise or 

domain is the best predictor for a successful shift to a model-based paradigm and approach.  There are 

many references to aid change agents, teams and organizations and Figure 7 below provides one 

perspective of the many dimensions of change that must be considered to obtain the order of magnitude 

improvements required to manage the complexity of systems today. 

 
 

Figure 7: Factors to consider for transformation and organizational change management 

 

John P. Kotter in his well-known book Leading Change [14] provides an Eight-Step Process for 

undertaking major change.  

MBSE Initiative Challenge Team 
Name 

Activities 

Augmented Intelligence in 
Systems  
 

How can machine learning and AI aid systems 
engineering and systems engineers in the innovation 
process 
 

Digital Engineering Capabilities 
Assessment 
 

Developing self-assessments and gap analysis, strategic 
planning, project progress aids aligned with the 
application of Digital Engineering 
 

Production and Distribution 
Systems  
 

Connecting models across the lifecycle to include 
production and logistics models and impacts of Industry 
4.0, supply chain, logistics and more 
 

VVUQ of models  
 

Verification and Validation of Models – tied to ASME 
VV50 standards project is an essential element of trust 
in model and uncertainty  quantification 
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1. Creating a Sense of Urgency 

2. Building a Guiding Coalition 

3. Developing a Strategic Vision and Initiatives 

4. Expanding the Network of Change Agents 

5. Empowering Broad-Based Action 

6. Generating Short-Term Wins 

7. Consolidating Gains and Producing More Change 

8. Instituting Change in the Culture 

In Kotter’s new book Accelerate he refines these principals and adds the concept of a “dual operating 

system”. One operating system is characterized by management, hierarchy and driven toward efficiency. 

The other is characterized by leadership, networks and strategic acceleration and driven to innovate. 

These two operating systems align nicely with the System of Innovation framework used in INCOSE’s 

Agile and Patterns Working Groups where we see the distinct roles of executing and managing systems 

development and managing knowledge and what is learned in execution.  Both of these roles, or systems, 

are essential aspects to organizational change and transformation. Likewise, these also play important 

roles in the transformation of systems engineering to a model-based discipline.  

Another important aspect of broad transformation is the inclusion of a broad stakeholder community that 

is multidisciplinary and represents the expanding spectrum of stakeholders included in our systems 

development activities.  INCOSE is collaborating with many other organizations through its Corporate 

Advisory Board and numerous Memorandums of Understanding with other professional societies such as 

the Object Management Group (OMG), the International Association for the Engineering, Modeling, 

Analysis, and Simulation Community (NAFEMS), the International Society for the Systems Sciences 

(ISSS), the National Defense Industrial Association (NDIA), Military Operations Research Society 

(MORS), the Project Management Institute (PMI), and others.   

As an example, INCOSE’s collaboration with PMI has identified several dimensions of needed change to 

enable the integration of systems engineering and program management, particularly for complex projects. 

The book, Integrating Program Management and Systems Engineering (IPMSE) [15], is a collaboration of 

the International Council on Systems Engineering (INCOSE), the Project Management Institute (PMI), and 

the Consortium for Engineering Program Excellence (CEPE) at the Massachusetts (USA) Institute of 

Technology (MIT). The key message of the book is that the implementation of current systems engineering 

practice is not sustainable, which is to say that the state of systems engineering practice must improve or 

else face the consequences, such as a continued high rate of failures in developing complex systems.  
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Summary and Conclusions 

INCOSE’s Vision 2025 calls for Systems Engineering to lead the effort to drive out unnecessary complexity 

and to help stakeholders obtain a deeper system understanding. It calls for us to develop a virtual 

engineering environment with rich, dynamic visualization and analysis. It emphasizes the objective to 

obtain shared human understanding which is essential for true transformation.  INCOSE is building a broad 

community that promotes and advances model-based methods to manage the complexity of systems 

today across all domains.  

For this transformation to occur the systems engineering effort must provide value within the business 

context of increasing complexity and digital transformation. Change agents must lead and help teams and 

enterprises leverage enablers and overcome identified obstacles, especially those associated with 

organizational change management.  

It is an exciting time for systems engineers and the discipline of Systems Engineering. We have entered 

into the age of systems, a time when systems thinking, systems engineering, and the ability to innovate 

and technically lead is essential.   We are maturing model-based methods to help organizations address 

growing complexity, leveraging digital technologies, and capitalizing on new and emerging trends.  

Systems Engineering Transformation, and INCOSE’s lead role in it, is the essential element in the broader 

digital transformation and in providing stakeholder value through complex systems development. 

List of Acronyms Used in this Paper 

Acronym  Explanation 
 

3D   Three Dimensional 
AI   Artificial Intelligence 
ASME   American Society of Mechanical Engineers 
CAD   Computer Aided Design 
CAB    Corporate Advisory Board 
CAM   Computer Aided Manufacturing 
CEPE   Consortium for Engineering Program Excellence at MIT 
CIO   Chief Information Officer 
HBR   Harvard Business Review 
INCOSE  International Council on Systems Engineering 
IoT   Internet of Things 
MBE   Model Based Engineering 
MBSE   Model Based Systems Engineering 
MIT   Massachusetts Institute of Technology 
MOU   Memorandum of Understanding 
NAFEMS International Association for the Engineering Modeling, Analysis, and Simulation      

Community 
NDIA   National Defense Industrial Association 
NSF   National Science Foundation 
OMG   Object Management Group 
PMI   Project Management Institute 
SE   Systems Engineering 
UC   Unique Configurations  
VV50   Verification and Validation 50 
WG   Working Group 
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Organizations which are proactive in using geriatric tools and services can spend less than 30% of their 

annual software budgets on various forms of maintenance, while organizations that have not used any of 

the geriatric tools and services can top 60% of their annual budgets on various forms of maintenance. 

Every company and government organization should measure defect potentials and defect removal 

efficiency levels. 

Roughly 7% of all defect repairs will contain a new defect that was not there before.  For very complex and 

poorly structured applications, these bad-fix injections have topped 20%. 

Studies by corporations found that error-prone modules were endemic in the software domain. 

It is possible to surgically remove error-prone modules once they are identified. It is also possible to prevent 

them from occurring.  A combination of defect measurements, static analysis of all legacy code, formal 

design inspections, formal code inspections, and formal testing and test-coverage analysis have proven 

to be effective in preventing error-prone modules from coming into existence. 

If the author’s clients are representative of the U.S. as a whole, more than 50% of U.S. companies still do 

not utilize the CMMI at all.  Of those who do use the CMMI, less than 15% are at level 3 or higher.  This 

suggests that error-prone modules may exist in more than half of all large corporations and in a majority 

of state government software applications as well. 

Once deployed, most software applications continue to grow at annual rates of between 5% and 10% of 

their original functionality. Some applications, such as Microsoft Windows, have increased in size by 

several hundred percent over a 10-year period. 

The combination of continuous growth of new features coupled with continuous defect repairs tends to 

drive up the complexity levels of aging software applications. 

The rate at which entropy or complexity increases is directly proportional to the initial complexity of the 

application.  For example, if an application is released with an average cyclomatic complexity level of less 

than 10, it will tend to stay well-structured for at least five years of normal maintenance and enhancement 

changes.  

Both bad-fix injections and error-prone modules tend to correlate strongly (although not perfectly) with high 

levels of complexity.  A majority of error-prone modules have cyclomatic complexity levels of 10 or higher.  

Bad-fix injection levels for modifying high-complexity applications are often higher than 20%. 

In the late 1990’s a special kind of geriatric issue occurred which involved making simultaneous changes 

to thousands of software applications.  These are known as “mass update” geriatric issues, for example, 

the Y2K problem. 

Although normal counting of function points is not feasible for small updates and micro function points are 

still experimental, it is possible to use the “backfiring” method or converting counts of logical source code 

statements in to equivalent function points.  
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Porting is a form software modification that is difficult to count via function points because no new features 

are added.  

At the top of the list of maintenance “best practices” is the utilization of full-time, trained maintenance 

specialists rather than turning over maintenance tasks to untrained generalists.  

The positive impact from utilizing maintenance specialists is one of the reasons why maintenance 

outsourcing has been growing so rapidly.  The maintenance productivity rates of some of the better 

maintenance outsource companies is roughly twice that of their clients prior to the completion of the 

outsource agreement.  Thus even if the outsource vendor costs are somewhat higher, there can still be 

useful economic gains. 

More than 80% of latent bugs found by users in software applications are reported against less than 20% 

of the modules.  Once these modules are identified then they can be inspected, analyzed, and restructured 

to reduce their error content down to safe levels. 

Table 7 summarizes the major factors that degrade software maintenance performance.  Not only are 

error-prone modules troublesome, but many other factors can degrade performance too.  For example, 

very complex “spaghetti code” is quite difficult to maintain safely.  It is also troublesome to have 

maintenance tasks assigned to generalists rather than to trained maintenance specialists. 

A very common situation which often degrades performance is lack of suitable maintenance tools, such 

as defect tracking software, change management software, test library software, and so forth.  In general 

it is very easy to botch up maintenance and make it such a labor-intensive activity that few resources are 

left over for development work. 

Unpaid overtime is very common among software maintenance and development personnel.  In some 

companies it amounts to about 15% of the total work time.  Because it is unpaid it is usually unmeasured.  

That means side by side comparisons of productivity rates or costs between groups with unpaid overtime 

and groups without will favor the group with unpaid overtime because so much of their work is 

uncompensated and hence invisible.  This is a benchmarking trap for the unwary.  Because excessive 

overtime is psychologically harmful if continued over long periods, it is unfortunate that unpaid overtime 

tends to be ignored when benchmark studies are performed. 

Given the enormous amount of effort that is now being applied to software maintenance, and which will 

be applied in the future, it is obvious that every corporation should attempt to adopt maintenance “best 

practices” and avoid maintenance “worst practices” as rapidly as possible. 

Probably the best of the older “standard” methodologies for maintenance and enhancements work are 

IBM’s Rational Unified Process (RUP) and the pair of methods developed by Watts Humphrey and now 

endorsed by the Software Engineering Institute:  Team Software Process (TSP) and Personal Software 

Process (PSP). 
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Every software legacy application should have test coverage tools and also cyclomatic complexity tools 

available and used often. 

Recommendation 

Given the enormous efforts and costs devoted to software maintenance, every organization/company 

should evaluate and consider best practices for maintenance, and should avoid worst practices if at all 

possible. 

Article 

Abstract 

Software has been a mainstay of business and government operations for more than 60 years.  As a 

result, all large enterprises utilize aging software in significant amounts.  Some Fortune 500 companies 

exceed 10,000,000 function points or 500,000,000 in the total volume of their corporate software portfolios.  

Much of this software is now more than 15 years old, and some important aging applications such as air 

traffic control are more than 35 years old. 

Maintenance of aging software tends to become more difficult and expensive year by year since annual 

updates gradually destroy the original structure of the applications and increase its entropy2 and cyclomatic 

complexity3. On average the cyclomatic complexity of aging software applications increases by as 

much as 1% per calendar year due to numerous minor and a few major changes.   

Aging software also becomes larger each year as changes increase function point totals and also total 

volumes of source code.  Aging software often has large inclusions of “dead code” - code that used to 

perform a useful function but which has been bypassed by newer changes.  Dead code tends to make 

maintenance more complex and harder to perform. 

Another attribute of aging software is that of a steady increase in “bad fix” injections.  Bad fixes are new 

bugs accidentally included in repairs of reported bugs.  The U.S. average rate for bad-fix injections is about 

1.50% for new applications, but this rate increases steadily over time as system structure decays and 

becomes more complex.  After 20 years of continuous usage, software bad fix injections can top 7.00%.  

In a few extreme cases bad fixes on aging legacy applications have topped 20.00% per year. 

Aging software may also contain troublesome regions with very high error densities called “error-prone 

modules.”   Error prone modules are so complex and troublesome that they need to be surgically removed 

and replaced by modern error-free code segments. 

                                                 
2 Entropy is the tendency of systems to destabilize and become more chaotic over time. Entropy exists in all complex systems, including 

software. 
3 Cyclomatic complexity is a software metric (measurement), used to indicate the complexity of a program. It is a quantitative measure of the 
number of linearly independent paths through a program's source code. A discussion of cyclomatic complexity. A discussion of cyclomatic 
complexity is available in Cyclomatic Complexity Revisited: An Empirical Study of Software Development and Maintenance, Forgotten Books, 
February 27, 2018. 
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There are also sociological issues with maintenance of aging software.  Many software engineers prefer 

to work on new development because it is more glamorous.  Also, some companies unwisely pay 

maintenance engineers lower salaries than development engineers.  Because maintenance is less popular 

than new development, it has become a major field of software outsourcing.  Over 50% of aging U.S. 

software applications are now maintained by outsource vendors rather than by an organization’s own 

software staff.  In general, maintenance outsourcing has been successful for both clients and outsource 

vendors, some of whom specialize in “managed maintenance.” 

(Some leading companies such as IBM pay development and maintenance personnel equally, and allow 

transfers back and forth.) 

Many popular methodologies such as agile are ineffective for handling updates to aging legacy 

applications.  Technologies that can be useful for providing geriatric care to aging legacy software 

include frequent and widespread use of static analysis tools, manual inspections of critical code 

segments, and identification and surgical removal of error-prone modules.  Maintenance-friendly 

methodologies such as team software process (TSP) are also useful. 

Introduction 

In today’s world of 2018, more than 50% of the global software population is engaged in modifying existing 

applications rather than writing new applications.  This fact by itself should not be a surprise, because 

whenever an industry has more than 50 years of product experience the personnel who repair existing 

products tend to outnumber the personnel who build new products.  For example there have long been 

more automobile mechanics in the United States who repair automobiles than there are personnel 

employed in building new automobiles. 

The imbalance between software development and maintenance is opening up new business 

opportunities for software outsourcing groups.  It is also generating a significant burst of research into tools 

and methods for improving software maintenance performance. 

Maintenance and renovation of legacy software plays a major role in “brownfield” development, which 

involves carefully building new applications in an environment where they will need to interface with scores 

of older applications. 

Brownfield development is analogous to putting up an office building in an urban environment where the 

site is surrounded by other office buildings whose occupants cannot be disrupted, nor the surrounding 

structures damaged during new construction. 

What is Software Maintenance? 

The word “maintenance” is surprisingly ambiguous in a software context.  In normal usage it can span 

some 23 forms of modification to existing applications.  The two most common meanings of the word 

maintenance include: 1) Defect repairs; and 2) Enhancements or adding new features to existing software 

applications. 
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Although software enhancements and software maintenance in the sense of defect repairs are usually 

funded in different ways and have quite different sets of activity patterns associated with them, many 

companies lump these disparate software activities together for budgets and cost estimates. 

The author does not recommend the practice of aggregating defect repairs and enhancements, but this 

practice is very common.  Consider some of the basic differences between enhancements or adding new 

features to applications and maintenance or defect repairs as shown in Table 1: 

 

Table 1:  Key Differences between Maintenance and Enhancements 
 

         Enhancements  Maintenance 
        (New features)  (Defect repairs) 
 
Funding source     Clients   Absorbed 

Requirements      Formal   None 

Specifications      Formal   None 

Inspections      Formal   None 

User documentation    Formal   None 

New function testing    Formal   None 

Regression testing     Formal   Minimal 

 

Because the general topic of “maintenance” is so complicated and includes so many different kinds of 

work, some companies merely lump all forms of maintenance together and use gross metrics such as the 

overall percentage of annual software budgets devoted to all forms of maintenance summed together. 

This method is crude, but can convey useful information.  Organizations which are proactive in using 

geriatric tools and services can spend less than 30% of their annual software budgets on various 

forms of maintenance, while organizations that have not used any of the geriatric tools and 

services can top 60% of their annual budgets on various forms of maintenance. 

The kinds of maintenance tools used by lagging, average, and leading organizations are shown in Table 

2.  Table 2 is part of a larger study that examined many different kinds of software engineering and project 

management tools. 

It is interesting that the leading companies in terms of maintenance sophistication not only use more tools 

than the laggards, but they use more of their features as well.  The function point values in Table 2 refer 

to the capabilities of the tools that are used in day to day maintenance operations.  The leaders not only 

use more tools, but they do more with them. 

Table 2:  Numbers and Size Ranges of Maintenance Engineering Tools 
(Size data expressed in terms of function point metrics)  

     
Maintenance Engineering Lagging Average Leading  

Reverse engineering  1,000 3,000  

Reengineering  1,250 3,000  

Code static analysis   1,500  
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Configuration control 500 1,000 2,000  

Test support  500 1,500  

Customer support  750 1,250  

Debugging tools 750 750 1,250  

Defect tracking 500 750 1,000  

Complexity analysis   1,000  

Mass update search engines  500 1,000  

Function point subtotal 1,750 6,500 16,500  

Number of tools 3 8 10  

     

Before proceeding, let us consider 24 discrete topics that are often coupled together under the generic 

term “maintenance” in industry discussions, but which are actually quite different in many important 

respects: 

Table 3 Major Kinds of Work Performed Under the Generic Term “Maintenance” 
 

1. Major Enhancements (new features of > 50 function points) 

2. Average enhancements (new features of 5 to 50 function points) 

3. Minor Enhancements (new features of < 5 function points) 

4. Maintenance (repairing customer defects for good will and pro bono) 

5. Warranty repairs (repairing defects under formal contract of for a fee) 

6. Customer support (responding to client phone calls or problem reports) 

7. Error-prone module removal (eliminating very troublesome code segments) 

8. Mandatory changes (required or statutory changes such as new tax laws) 

9. Complexity or structural analysis (charting control flow plus complexity metrics) 

10. Code restructuring (reducing cyclomatic and essential complexity) 

11. Optimization (increasing performance or throughput) 

12. Migration (moving software from one platform to another) 

13. Conversion (Changing the interface or file structure) 

14. Reverse engineering (extracting latent design information from code) 

15. Reengineering (transforming legacy application to modern forms) 

16. Dead code removal (removing segments no longer utilized) 

17. Dormant application elimination (archiving unused software) 

18. Internationalization (modifying software for international use) 

19. Mass updates such as Euro or Year 2000 Repairs 

20. Refactoring, or reprogramming applications to improve clarity 

21. Retirement (withdrawing an application from active service) 

22. Field service (sending maintenance members to client locations) 
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23. Reporting bugs or defects to software vendors 

24. Installing updates received from software vendors 

 

Although the 24 maintenance topics are different in many respects, they all have one common feature that 

makes a group discussion possible:  They all involve modifying an existing application rather than starting 

from scratch with a new application. 

Each of the 24 forms of modifying existing applications has a different reason for being carried out.  

However, it often happens that several of them take place concurrently.  For example, enhancements and 

defect repairs are very common in the same release of an evolving application.  There are also common 

sequences or patterns to these modification activities.  For example, reverse engineering often precedes 

reengineering, and the two occur so often together as to essentially comprise a linked set.   For releases 

of large applications and major systems, the author has observed from six to ten forms of maintenance all 

leading up to the same release! 

Geriatric Problems of Aging Software 

Once software is put into production, it continues to change in three important ways:   

1. Latent defects still present at release must be found and fixed after deployment.    

2. Applications continue to grow and add new features at a rate of between 5% and 10% per calendar 

year, due either to changes in business needs or to new laws and regulations, or both.  

3. The combination of defect repairs and enhancements tends to gradually degrade the structure and 

increase the complexity of the application.  The term for this increase in complexity over time is 

called “entropy.”  The average rate at which software entropy increases is about 1% to 3% per 

calendar year. 

Because software defect removal and quality control are imperfect, there will always be bugs or defects 

to repair in delivered software applications.  The current U.S. average for defect removal efficiency is only 

about 90% of the bugs or defects introduced during development and defect removal efficiency has only 

improved slowly over more than 20 years.  The actual values are about 4.5 bugs per function point created 

during development.   But the range is from < 2.5 to > 6.5 bugs per function point.   If 90% of these were 

found before release, about 0.25 to 0.65 bugs per function point would be released to customers.   

However, best-in-class organizations combine low defect potentials with Defect Removal Efficiency (DRE) 

levels approaching and sometimes exceeding 99%.  Clearly maintenance costs will be much lower for 

software with 99% DRE than for software that is below 90% DRE.  Every company and government 

organization should measure defect potentials and defect removal efficiency levels. 

Since defect potentials tend to rise with the overall size of the application, and since defect removal 

efficiency levels tend to decline with the overall size of the application, the overall volume of latent defects 

delivered with the application rises with size.  This explains why super-large applications in the range 
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of 100,000 function points, such as Microsoft Windows and many Enterprise Resource Planning 

(ERP) applications may require years to reach a point of relative stability.  These large systems are 

delivered with thousands of latent bugs or defects. 

Not only is software deployed with a significant volume of latent defects, but a phenomenon called “bad 

fix injection” has been observed for more than 50 years.  Roughly 7% of all defect repairs will contain 

a new defect that was not there before.  For very complex and poorly structured applications, these 

bad-fix injections have topped 20%. 

Even more alarming, once a bad fix occurs it is very difficult to correct the situation.  Although the 

U.S. average for initial bad-fix injection rates is about 7%, the secondary injection rate against previous 

bad fixes is about 15% for the initial repair and 30% for the second.  A string of up to five consecutive bad 

fixes has been observed, with each attempted repair adding new problems and failing to correct the initial 

problem.  Finally the 6th repair attempt was successful. 

In the 1970’s the IBM Corporation did a distribution analysis of customer-reported defects against their 

main commercial software applications.  The IBM personnel involved in the study, including the 

author, were surprised to find that defects were not randomly distributed through all of the 

modules of large applications. 

In the case of IBM’s main operating system, about 5% of the modules contained just over 50% of all 

reported defects.  The most extreme example was a large data base application, where 31 modules out 

of 425 contained more than 60% of all customer-reported bugs.  These troublesome areas were known 

as “Error-Prone Modules” (EPM). 

Similar studies by other corporations such as AT&T and ITT found that error-prone modules were 

endemic in the software domain.  More than 90% of applications larger than 5,000 function points were 

found to contain error-prone modules in the 1980’s and early 1990’s.  Summaries of the error-prone 

module data from a number of companies was published in the author’s book Software Quality: Analysis 

and Guidelines for Success. 

Fortunately, it is possible to surgically remove error-prone modules once they are identified. It is also 

possible to prevent them from occurring.  A combination of defect measurements, static analysis of all 

legacy code, formal design inspections, formal code inspections, and formal testing and test-coverage 

analysis have proven to be effective in preventing error-prone modules from coming into existence.   

NOTE:  The Software Risk Master (SRM) tool of Namcook Analytics LLC can predict defect potentials, 

Defect Removal Efficiency (DRE) and also Error-Prone Modules (EPM) and bad-fix injections.  It can also 

predict multiple years of maintenance, enhancements, and customer support.  The SRM default period is 

three years after release, since normal business changes make longer predictions uncertain. 

Today in 2018, error-prone modules are almost nonexistent in organizations that are higher than level 3 

on the capability maturity model integration (CMMI) of the Software Engineering Institute.  However they 
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remain common and troublesome for level 1 organizations, and for organizations that lack sophisticated 

quality measurements and quality control.   

If the author’s clients are representative of the U.S. as a whole, more than 50% of U.S. companies 
still do not utilize the CMMI at all.  Of those who do use the CMMI, less than 15% are at level 3 or 

higher.  This suggests that error-prone modules may exist in more than half of all large 

corporations and in a majority of state government software applications as well.  

Once deployed, most software applications continue to grow at annual rates of between 5% and 

10% of their original functionality.  Some applications, such as Microsoft Windows, have increased 

in size by several hundred percent over a 10-year period. 

The combination of continuous growth of new features coupled with continuous defect repairs 

tends to drive up the complexity levels of aging software applications.  Structural complexity can be 

measured via metrics such as cyclomatic and essential complexity using a number of commercial tools.  

If complexity is measured on an annual basis and there is no deliberate attempt to keep complexity low, 

the rate of increase is between 1% and 3% per calendar year. 

However, and this is an important fact, the rate at which entropy or complexity increases is directly 

proportional to the initial complexity of the application.  For example if an application is released 

with an average cyclomatic complexity level of less than 10, it will tend to stay well-structured for 

at least five years of normal maintenance and enhancement changes. 

But if an application is released with an average cyclomatic complexity level of more than 20, its structure 

will degrade rapidly and its complexity levels might increase by more than 2% per year.  The rate of entropy 

and complexity will even accelerate after a few years.  

As it happens, both bad-fix injections and error-prone modules tend to correlate strongly (although 

not perfectly) with high levels of complexity.  A majority of error-prone modules have cyclomatic 

complexity levels of 10 or higher.  Bad-fix injection levels for modifying high-complexity 

applications are often higher than 20%. 

In the late 1990’s a special kind of geriatric issue occurred which involved making simultaneous 
changes to thousands of software applications.  The first of these “mass update” geriatric issues was 

the deployment of the Euro, which required changes to currency conversion routines in thousands of 

applications.  The Euro was followed almost immediately by the dreaded year 2000 or Y2K problem (6), 

which also involved mass updates of thousands of applications.  More recently in March of 2007 another 

such issue occurred when the starting date of daylight savings time was changed. 

Future mass updates will occur later in the century, when it may be necessary to add another digit to 

telephone numbers or area code.  Yet another and very serious mass update will occur if it becomes 

necessary to add digits to social security numbers in the second half of the 21st century.  There is also the 

potential problem of the UNIX time clock expiration in 2038. 
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Metrics Problems with Small Maintenance Projects 

There are several difficulties in exploring software maintenance costs with accuracy.  One of these 

difficulties is the fact that maintenance tasks are often assigned to development personnel who interleave 

both development and maintenance as the need arises.  This practice makes it difficult to distinguish 

maintenance costs from development costs because management does not require recording how time is 

spent. 

Another and very significant problem is the fact that a great deal of software maintenance consists of 

making very small changes to software applications.  Quite a few bug repairs may involve fixing only a 

single line of code.  Adding minor new features such as perhaps a new line-item on a screen may require 

less than 50 source code statements. 

These small changes are below the effective lower limit for counting function point metrics.  The function 

point metric includes weighting factors for complexity, and even if the complexity adjustments are set to 

the lowest possible point on the scale, it is still difficult to count function points below a level of perhaps 15 

function points.   

An experimental method called “micro function points” is in development for small maintenance changes 

and bug repairs.  This method is similar to standard function points, but drops down to three decimal places 

of precision.  Thus changes that involve only a fraction of a standard IFPUG function point can be 

measured.  The micro function point method should become available by 2016. 

Of course the work of making a small change measured with micro function points may be only an hour or 

less.  But if as many as 10,000 such changes are made in a year, the cumulative costs are not trivial.  

Micro function points are intended to eliminate the problem that small maintenance updates have not been 

subject to formal economic analysis. 

Quite a few maintenance tasks involve changes that are either a fraction of a function point, or may at 

most be less than 10 function points or about 1000 COBOL source code statements.  Although normal 

counting of function points is not feasible for small updates and micro function points are still 

experimental, it is possible to use the “backfiring” method or converting counts of logical source 
code statements in to equivalent function points.   For example, suppose an update requires adding 

100 COBOL statements to an existing application.  Since it usually takes about 105 COBOL statements 

in the procedure and data divisions to encode 1 function point, it can be stated that this small maintenance 

project is “about 1 function point in size.” 

If the project takes one work day consisting of six hours, then at least the results can be expressed using 

common metrics.  In this case, the results would be roughly “6 staff hours per function point.”  If the 

reciprocal metric “function points per staff month” is used, and there are 20 working days in the month, 

then the results would be “20 function points per staff month.” 
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Metrics Problems with ERP Maintenance 

Many large corporations use Enterprise Resource Planning (ERP) packages such as SAP, Oracle, 

PeopleSoft, J.D. Edwards, and many others.  These packages are large and complex systems in the size 

range of 200,000 function points and higher.   

Worse, dozens or even hundreds of legacy applications need to be ported into ERP packages when they 

are deployed.  Porting is a form software modification that is difficult to count via function points 

because no new features are added. 

Best and Worst Practices in Software Maintenance 

Because maintenance of aging legacy software is very labor intensive it is quite important to explore the 

best and most cost-effective methods available for dealing with the millions of applications that currently 

exist.  The sets of best and worst practices are not symmetrical.  For example, the practice that has the 

most positive impact on maintenance productivity is the use of trained maintenance experts.  However, 

the factor that has the greatest negative impact is the presence of “error-prone modules” in the application 

that is being maintained. 

Table 4 illustrates a number of factors which have been found to exert a beneficial positive impact on the 

work of updating aging applications and shows the percentage of improvement compared to average 

results. 

At the top of the list of maintenance “best practices” is the utilization of full-time, trained 

maintenance specialists rather than turning over maintenance tasks to untrained generalists.   

Trained maintenance specialists are found most often in two kinds of companies:  1) Large systems 

software producers such as IBM; and 2) Large maintenance outsource vendors.  The curricula for training 

maintenance personnel can includes more than a dozen topics and the training periods range from two 

weeks to a maximum of about four weeks. 

Table 4:  Impact of Key Adjustment Factors on Maintenance 
(Sorted in order of maximum positive impact)  

     
Maintenance Factors  Plus   

  Range   

     

Maintenance specialists  35%   

High staff experience  34%   

Table-driven variables and data 33%   

Low complexity of base code  32%   

Test coverage tools and analysis  30%   

Static analysis of all legacy code  29%   

Reengineering tools  27%   

High level programming languages 25%   

Reverse engineering tools  23%   

Complexity analysis tools  20%   

Defect tracking tools  20%   
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“Mass update” specialists  20%   

Automated change control tools 18%   

Unpaid overtime  18%   

Quality measurements  16%   

Formal base code inspections 15%   

Regression test libraries  15%   

Excellent response time  12%   

Annual training of > 10 days  12%   

High management experience  12%   

HELP desk automation  12%   

No error prone modules  10%   

On-line defect reporting  10%   

Productivity measurements  8%   

Excellent ease of use  7%   

User satisfaction measurements 5%   

High team morale  5%   

     

Sum  503%   

     
     

Since training of maintenance specialists is the top factor, Table 5 shows a modern maintenance 

curriculum such as those found in large maintenance outsource companies. 

 
Table 5: Sample Maintenance Curricula for Companies Using Maintenance Specialists 

      
Software Maintenance Courses Days Sequence    
Error-Prone Module Removal 2.00 1    
Complexity Analysis and Reduction 1.00 2    
Reducing Bad Fix Injections and error-prone modules (EPM) 1.00 3    
Defect Reporting and Analysis 0.50 4    
Change Control 1.00 5    
Configuration Control 1.00 6    
Software Maintenance Workflows 1.00 7    
Mass Updates to Multiple Applications 1.00 8    
Maintenance of COTS Packages 1.00 9    
Maintenance of ERP Applications 1.00 10    
Regression Testing, static analysis, and legacy defect 

removal 2.00 11    
Test Library Control 2.00 12    
Test Case Conflicts and Errors 2.00 13    
Dead Code Isolation 1.00 14    
Function Points for Maintenance 0.50 15    
Reverse Engineering 1.00 16    
Reengineering 1.00 17    
Refactoring 0.50 18    
Maintenance of Reusable Code 1.00 19    
Object-Oriented Maintenance 1.00 20    
Maintenance of Agile and Extreme Code 1.00 21    
TOTAL 23.50     
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The positive impact from utilizing maintenance specialists is one of the reasons why maintenance 

outsourcing has been growing so rapidly.  The maintenance productivity rates of some of the better 

maintenance outsource companies is roughly twice that of their clients prior to the completion of 

the outsource agreement.  Thus, even if the outsource vendor costs are somewhat higher, there 

can still be useful economic gains. 

Let us now consider some of the factors which exert a negative impact on the work of updating or modifying 

existing software applications.  Note that the top-ranked factor which reduces maintenance productivity, 

the presence of error-prone modules, is very asymmetrical.  The absence of error-prone modules does 

not speed up maintenance work, but their presence definitely slows down maintenance work. 

In general more than 80% of latent bugs found by users in software applications are reported 

against less than 20% of the modules.  Once these modules are identified then they can be 

inspected, analyzed, and restructured to reduce their error content down to safe levels. 

Table 6 summarizes the major factors that degrade software maintenance performance.  Not only 

are error-prone modules troublesome, but many other factors can degrade performance too.  For 

example, very complex “spaghetti code” is quite difficult to maintain safely.  It is also troublesome 
to have maintenance tasks assigned to generalists rather than to trained maintenance specialists. 

A very common situation which often degrades performance is lack of suitable maintenance tools, 

such as defect tracking software, change management software, test library software, and so forth.  

In general it is very easy to botch up maintenance and make it such a labor-intensive activity that 

few resources are left over for development work.  

Table 6:  Impact of Key Adjustment Factors on Maintenance 

(Sorted in order of maximum negative impact)  

     
Maintenance Factors  Minus   

  Range   
     

Error prone modules  -50%   

Embedded variables and data -45%   

Staff inexperience  -40%   

High complexity of base code  -30%   

Lack of test coverage analysis  -28%   

Manual change control methods -27%   

Low level programming languages -25%   

No defect tracking tools  -24%   

No “mass update” specialists  -22%   

No static analysis of legacy code  -18%   

No quality measurements  -18%   

No maintenance specialists  -18%   

Poor response time  -16%   
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Management inexperience  -15%   

No base code inspections  -15%   

No regression test libraries  -15%   

No HELP desk automation  -15%   

No on-line defect reporting  -12%   

No annual training  -10%   

No code restructuring tools  -10%   

No reengineering tools  -10%   

No reverse engineering tools  -10%   

No complexity analysis tools  -10%   

No productivity measurements -7%   

Poor team morale  -6%   

No user satisfaction measurements -4%   

No unpaid overtime  0%   

     

Sum  -500%   

 

The last factor, or lack of unpaid overtime, deserves a comment.  Unpaid overtime is very common among 

software maintenance and development personnel.  In some companies it amounts to about 15% of the 

total work time.  Because it is unpaid it is usually unmeasured.  That means side by side comparisons of 

productivity rates or costs between groups with unpaid overtime and groups without will favor the group 

with unpaid overtime because so much of their work is uncompensated and hence invisible.  This is a 

benchmarking trap for the unwary.  Because excessive overtime is psychologically harmful if continued 

over long periods, it is unfortunate that unpaid overtime tends to be ignored when benchmark studies are 

performed. 

Given the enormous amount of effort that is now being applied to software maintenance, and which will 

be applied in the future, it is obvious that every corporation should attempt to adopt maintenance “best 

practices” and avoid maintenance “worst practices” as rapidly as possible. 

Methodologies that are Maintenance-Strong and Maintenance-Weak 
 

There are about 60 named software development methodologies in 2018 as shown in the author’s new 

book by CRC Press, Software Methodologies:  A Quantitative Guide.  The majority of these were 

developed mainly for new development or “Greenfield” applications and are “maintenance weak.”  

However some methodologies were envisioned as providing lifetime support for software applications and 

therefore are “maintenance strong” or effective in “brownfield” projects. 

Unfortunately the world’s most popular methodology, Agile, is in the “maintenance-weak” category.  It was 

designed almost exclusively for new development and has no solid features for dealing with legacy 

applications.  A majority of agile users revert to waterfall for their maintenance work. 

Probably the best of the older “standard” methodologies for maintenance and enhancements work 

are IBM’s Rational Unified Process (RUP) and the pair of methods developed by Watts Humphrey 
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and now endorsed by the Software Engineering Institute:  Team Software Process (TSP) and 

Personal Software Process (PSP). 

However, because maintenance is not as exciting as new development, it has become a major growth 

industry for outsource vendors.  Quite a few of these have developed custom or proprietary maintenance 

methodologies of their own, such as the “managed maintenance” approach developed by Computer Aid 

Inc. (CAI).  Other major outsource vendors with large maintenance contracts include IBM, Accenture, and 

CSC but there are many others. 

Some of the tool suites used by these maintenance outsource companies include the features of: 

1. Maintenance work benches 

2. Code restructuring tools 

3. Translators from old languages (i.e. COBOL) to modern languages (i.e. Java) 

4. Data mining tools for extracting lost requirements and algorithms from old code  

5. Automatic function point counting of legacy applications 

6. Cyclomatic complexity analyzers 

7. Static analysis tools for locating hidden bugs in legacy code 

8. Test coverage tools 

9. Security analysis tools to guard against cyber attacks 

10. Redocumentation tools to refresh obsolete requirements  

11. Estimating tools such as SRM that predict costs and feature growth 

There are also a number of off-shore outsource vendors who promise lower costs than U.S. vendors.  

While this may be true, off-shore work is quite a bit more complicated due to large time-zone differences 

and also to the fact that almost daily contact may be needed between the maintenance teams and the 

legacy software owners. 

Among the author’s clients in the Fortune 500 category, about 65% of maintenance work is farmed out to 

vendors and only 35% stays in house. Maintenance work performed in-house includes mainly mission-

critical applications or those that process classified or highly confidential data such as financial records or 

competitive information. 

Customer Support:  A Major Maintenance Weakness 
 

Many readers of this report have probably tried to get customer support from software vendors.  Some 

companies don’t even provide contacts with customer support personnel; others depend upon user groups 

or forums.  Very few companies are ranked “good” or “excellent” for customer support, with Apple often 

heading the list and IBM usually cited. 
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The author’s own experiences with contacting software vendors’ customer support are not good:  the 

average wait for telephone contact with a live person was more than 12 minutes.  About half of the support 

personnel did not speak English well enough for me to understand their comments; about 25% did not 

understand the problem and had no effective solutions. 

Internal software is usually better than commercial software, but even so, support is often an afterthought 

and assigned to development personnel rather than to dedicated support personnel. 

There are five factors that influence how many customer support personnel will be needed for any given 

application: 

1. The size of the application in function points. 

2. The number of customers or users ranging from 1 person to millions of users. 

3. The number of latent bugs or defects in the application when released. 

4. The legal liabilities of the software vendor in case of bugs or failures. 

5. The prestige and public image sought by the vendor vs. competitors. 

 

Obviously big and complicated applications with hundreds or even thousands of bugs will need more 

support personnel than small, simple software packages with few bugs. 

Note:  Namcool Analytics’ Software Risk Master (SRM) tool predicts numbers of customer support 

personnel for a three-year period after release.  It also predicts numbers of bugs, numbers of incidents, 

numbers of customer calls for help, and other topics that are of significance to those responsible for 

geriatric care of released software. 

Software Entropy and Total Cost of Ownership 

The word “entropy” means the tendency of systems to destabilize and become more chaotic over time.  

Entropy is a term from physics and is not a software-related word.  However entropy exists in all complex 

systems, including software.  All known compound objects decay and become more complex with the 

passage of time unless effort is exerted to keep them repaired and updated.  Software is no exception.  

The accumulation of small updates over time tends to gradually degrade the initial structure of applications 

and makes changes grow more difficult over time. 

Table 7 illustrates the impact of entropy over a 10-year period.  Each year accumulated changes will 

degrade the application’s structure and raise cyclomatic complexity.  Also, each year, the higher 

complexity will progressively lower testing Defect Removal Efficiency (DRE). 

Entropy can be stopped or reversed using methods such as refactoring or restructuring.  Also, frequent 

use of static analysis can help.  Every software legacy application should have test coverage tools 

and also cyclomatic complexity tools available and used often. 

For software applications entropy has long been a fact of life.  If applications are developed with marginal 

initial quality control they will probably be poorly structured and contain error-prone modules.  This means 

that every year, the accumulation of defect repairs and maintenance updates will degrade the original 
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structure and make each change slightly more difficult.  Over time, the application will destabilize and “bad 

fixes” will increase in number and severity.  Unless the application is restructured or fully refurbished, 

eventually it will become so complex that maintenance can only be performed by a few experts who are 

more or less locked into the application. 

Table 7:  Complexity and Entropy over time 

    
Year Cyclomatic Testing  

 Complexity DRE  

    
2015 15 92%  
2016 16 92%  
2017 17 91%  
2018 19 90%  
2019 20 90%  
2020 22 88%  
2021 24 87%  
2022 26 86%  
2023 28 85%  
2024 30 84%  

 

By contrast, leading applications that are well structured initially can delay the onset of entropy.  Indeed, 

well-structured applications can achieve declining maintenance costs over time.  This is because updates 

do not degrade the original structure, as happens in the case of “spaghetti bowl” applications where the 

structure is almost unintelligible when maintenance begins. 

The total cost of ownership of a software application is the sum of six major expense elements:  1) the 

initial cost of building an application;  2) the cost of enhancing the application with new features over its 

lifetime;  3) the cost of repairing defects and bugs over the application’s lifetime;  4) The cost of customer 

support for fielding and responding to queries and customer-reported defects; 5) The cost of periodic 

restructuring or “refactoring” of aging applications to reduce entropy and thereby reduce bad-fix injection 

rates; 6) Removal of error-prone modules via surgical removal and redevelopment.  This last expense 

element will only occur for legacy applications that contain error-prone modules. 

Similar phenomena can be observed outside of software.  If you buy an automobile that has a high 

frequency of repair as shown in Consumer Reports and you skimp on lubrication and routine maintenance, 

you will fairly soon face some major repair problems – usually well before 50,000 miles. 

By contrast, if you buy an automobile with a low frequency of repair as shown in Consumer Reports and 

you are scrupulous in maintenance, you should be able to drive the car more than 100,000 miles without 

major repair problems. Indeed, some automobiles have been driven over 250,000 miles. 
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Summary  

In every industry, maintenance tends to require more personnel than those building new products.  For 

the software industry, the number of personnel required to perform maintenance is unusually large and 

may soon top 70% of all technical software workers.  The main reasons for the high maintenance efforts 

in the software industry are the intrinsic difficulties of working with aging software (listed in Table 7) .  

Special factors such as “mass updates” that began with the roll-out of the Euro and the year 2000 problem 

are also geriatric issues. 
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Abstract 

Our concept of higher education is changing, whether it is the shift in perception to students as customers 

(Guilbault, 2018) or the desire to extend the concept of apprenticeships to master’s level and beyond 

(Government of the UK, 2015).  For Systems Engineering (SE), this presents opportunities and challenges, 

due to the holistic basis of the discipline and the widening demographic of the learners. How do we meet 

the requirements of the professional bodies and our industry partners when evaluation of competency is 

the basis for recruitment and retention, while creating an engaging and challenging learning environment?  

STEM (Science, Technology, Engineering and Math) subjects are facing shortfalls in uptake (Lazarus, 

2017), compounded by an ageing demographic in the engineering sector potentially leading to a cliff edge 

of skilled professionals in the next ten years (HR Director, 2017). The question is: how to attract a new 

generation of systems engineers while providing them with a learning environment that prepares them for 

the challenges they will face within the workplace?  

Master’s level apprenticeships may be a way of achieving these outcomes. Apprenticeships are a model 

of learning that combines work and study to develop the necessary skills and knowledge to meet the 

specific needs of industry (Which, 2018). Although traditionally adopted for skill development of young 

people via ‘master craftsmen’ (Unwin, 2009) the concept has evolved into an education model combining 
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academic studies and practice for gaining both skills and formal academic qualifications. With a 

combination of vocational training ‘on the job’ coupled with professional mentoring and academic studies, 

the curricula are designed to be ‘experiential’, fusing knowledge and ability to use that knowledge with 

emotions, feelings, and perceived value of knowledge and skills (Camelia, 2016).  This helps to bridge the 

gap between education and competency, fulfilling the needs of both the learner and their potential 

employers. 

This paper presents some of the changes and the challenges for Systems Engineering education, primarily 

at the postgraduate level. The emphasis will be primarily on the UK, but it also addresses the wider 

initiatives and opportunities internationally.   

Introduction 

Systems Engineering (SE) is distinct within the wider field of engineering due to its interdisciplinary 

approach to solving complex problems (Camelia and Ferris, 2016) with implementation believed to have 

significant impact on financial, schedule, and performance value (Stevens and Brook, 1998; Honour, 2004, 

2013; Squires, 2011).  

With ever increasing system complexity and increased awareness of the value of SE application in system 

development projects, the overall demand for systems engineers has increased (Pyster et al., 2015), which 

in turn has placed greater emphasis on SE education particularly at the post graduate level. The 

distinctiveness of the discipline creates divergence from the characteristics of most specialist engineering 

education programs as summarized below (Sage and Armstrong, 2000; Kossiakoff et al., 2011; Muller and 

Bonnema, 2013). 

Specialist Engineering Education 
Programs 

Systems Engineering Education 
Programs 

a limited scope a broader scope 

internally focused on specific methods to 
produce a useful product or service 

internally and externally focused on the 
interactions and interplay between the 
systems and environment 

well-defined problems ill-defined, incomplete, and ambiguous 
problems 

quantitative relationships quantitative and qualitative relationships 

one correct answer for many engineering 
problems 

no single best answer for many problems 

 



 

 PPI-007046-1C  43 of 91 

This distinctive holistic nature of the discipline creates both opportunities and challenges, from the diverse 

learner demographic that we increasingly see, to balancing the needs of the learner with the prospective 

employers and also the professional bodies that accredit educational programs. These latter stakeholders 

are looking for something more than just education - they want to evaluate competency, which requires 

application in context.  

There is recognition that a gap exists between education and competence of the learner, with the former 

emphasizing knowledge and skills and the latter including traits, motives, and self-concept (Walther & 

Radcliffe, 2007). If education is intended to prepare the learner for professional practice (Lemaitre, 2006), 

then we may need to expand and revise our educational offerings within SE. 

As a result, master’s level apprenticeships have come into being within the UK (Government of the UK, 

2015). These are employer-led initiatives intended to develop the necessary knowledge, skills, and 

behaviors to meet the specific needs of industry (Which, 2018), fusing educational and vocational 

components. With the vocational component being context specific to the employer and mapping to 

potentially diverse roles and career paths, it overcomes some of the challenges presented in an 

educational setting of what is ‘possible’ to teach within a relatively standardized curriculum (Walther & 

Radcliffe, 2007). 

With master’s level apprenticeships having been in existence for just over three years in the UK, the higher 

education community is still trying to grapple with an emerging market and need.  

The Need for Experiential Learning Environment in SE Education 

The nature of SE as a discipline benefits from practitioners having hands on experience and learning 

(Williams & Derro, 2008) in order to perform in leading roles (Devgan, Shetty and Zein-Sabatto, 2010). 

Therefore, SE students need to be equipped with experience of SE activities and methods during their 

studies to enable them to become professional system engineers capable of dealing with large scale 

complex problems that require integrated solutions throughout the system life cycle (Sage, 2000).   

It may be no coincidence that many of the educational courses in SE are offered at post graduate level  

with learners coming from a number of disciplines into Systems Engineering. That is not to say that there 

are no undergraduate SE courses, but a review of educational programs in the US (Squires, 2011) 

supported a trend of students focusing on a specialized engineering disciplines earlier in their 

undergraduate studies, followed by a more intensive focus on system-centric SE studies in post graduate 

programs (Squires, 2011). 

A study of the development of student Systems Thinking (ST) (Camelia, 2016), highly regarded as one of 

the most important competencies in SE, within SE education, found that age and experience are positively 

associated with student ST development both in the cognitive domain, (related to knowledge and ability to 

use that knowledge), and the affective domain (related to emotions, feelings, and perceived value of 

knowledge and skills). In other words, the older the students and the more work experience they have, the 

higher their cognitive ability in ST and the stronger their emotion, feeling, and value placed on the 
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importance of the application of ST. The results indicate that age and work experience equip students 

within experiential learning environments and imply that experiential learning environments are important 

for developing student cognitive performance and student inclination to the application of SE. This 

implication is in line with other studies that indicate varied educational opportunities that move away from 

traditional lecture-based delivery support students in dynamic real-world project environments in 

engineering education generally (Mills and Treagust, 2003; Al-Bahi, et al, 2011), and in the SE education 

particularly. (Turnquist et al., 2000) and (Gonçalves, 2008) suggest that educational interventions need to 

be adapted. A potential delivery model to address this need is the introduction of master’s level 

apprenticeships. 

Apprenticeships are a model of learning that combines work and study with the objective of developing 

the necessary skills and knowledge to meet the specific needs of industry (Which, 2018). This model was 

originally adopted for skill development of young people by learning and engaging directly with ‘master 

craftsmen’; most involved payment by parents for the master craftsmen to train their children prior to 

industrial revolution (Unwin, 2009). The concept has evolved into an education model combining academic 

studies and practice for gaining both skills and formal academic qualifications. The Systems Engineering 

Master’s Apprenticeship was established in 2016 as part of the Department for Business, Innovation, and 

Skills Apprenticeship Trailblazer program, and was developed under the sponsorship of the Defense 

Growth Partnership and Employer Group led by Atkins (Defense Growth Partnership (DGP, 2016). The 

central government standard and assessment plan created a competency profile linked to job roles that 

learners can map against. This provides flexibility and specificity for the industry partners involved, with 

master’s level education provided by a number of universities, and vocational experience and mentoring 

provided by the learner’s employer. At the end of the program, learners are expected to demonstrate SE 

competencies, cognitively and affectively, at the level of INCOSE practitioner. 

Having an industry-led initiative has many benefits for a professional discipline. It helps to align industry 

needs with education and training. Some countries such the UK, Australia, and the United States (US), 

have and continue to experience a shortage of skilled workers in Science, Technology, Engineering and 

Math (STEM) and in SE. Despite many initiatives to resolve this issue, STEM and SE positions are not 

easily filled (Lazarus, 2017). This suggests that the quality of graduates does not meet the required 

employability competencies required by industry (Walther and Radcliffe, 2007; Lazarus, 2017). This also 

implies that despite intentions across the engineering disciplines to prepare individuals for professional 

practice (Lemaitre et al, 2006); educational institutions have not been able to fully prepare their students 

to meet these needs (Walther & Radcliffe, 2007).  

The Need for an Integrated Cognitive-Affective Teaching and Learning Model 

The key concerns within industry are associated with ‘soft skills’ within the criteria of the Accreditation 

Board for Engineering and Technology (ABET) and the Washington Accord, the international standards 

for programs in engineering, and within the criteria of some competency frameworks developed by 

employers and professional societies in SE such as NASA’s SE competency model (Academy of 
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Program/Project & Engineering Leadership, 2009), MITRE competency model (MITRE Human Resources, 

2010), INCOSE UK WG (Systems Engineering Competencies Working Group INCOSE-UK, 2010) and 

ENG competency model (Department of Defense, 2013).  

These soft skills are easily associated with the affective domain because of their relationship with the 

personal values and practices of the students (Ferris, Squires, and Camelia, 2015). However, the affective 

domain is not conventionally a focus of engineering education and SE programs (Ferris, 2011; Alias et al., 

2014; Pyster et al., 2015). One reason is that soft skills are considered to be observable only through long-

term evidence while short-term length of courses or programs are deemed inadequate for its assessment 

(Shephard 2010); thus, teaching and learning in higher education only focuses on developing observable 

knowledge and skills (Walther and Radcliffe, 2007). Another reason is due to the prevalence of reductionist 

philosophy and practice in which the separation of ‘mind’ and ‘matter’ causes the emotional aspects to be 

neglected as it is considered ‘biased’ in relation to the ‘normal’ cognitive function (Zhang  and Lu, 2009). 

In fact, affective domain development is just as important as cognitive development in SE education, so 

that students not only know what to do and how to perform a particular SE knowledge and skill, but they 

also appreciate the importance of that knowledge and skill so they can naturally, routinely, and intuitively 

use the knowledge and skills when needed, even under pressure of time, budget, or company culture 

(Camelia and Ferris, 2018).  

An integrated cognitive–affective teaching model is needed to design effective teaching and learning 

environments. Graduate Reference Curriculum for Systems Engineering (GRCSE) has provided generic 

SE competency outcomes that incorporate the affective domain for master’s qualifications (Pyster et al., 

2015). However, discussions on how to optimize student achievement of these outcomes are very limited, 

especially since the GRCSE is intended to have sufficient flexibility that can be tailored by specific 

institutions across different countries (Henry et al., 2013).  

It is believed that providing an experiential learning environment is the answer to the integration of a 

cognitive and affective teaching model in SE education. Through an experiential learning environment 

characterized by high levels of participation, learners can take personal responsibility to participate 

cognitively and affectively to develop knowledge, skills, and attitudes (Gentry, 1990) meeting the wider 

needs of prospective employers.  

As educators, we increasingly need to balance the needs of the learner with that of potential employers 

and also professional accrediting bodies. Whether or not that is the role of academic institutions is another 

question, but conversely without providing educational offerings that meet the needs of the market, 

courses will cease to exist and the shortfall in skilled professionals will potentially continue to rise. 

Summary and Conclusion 

Systems engineering is a distinct discipline within general engineering disciplines. The unique 

characteristics of this discipline lead to the emergence of specific requirements for implementing SE 

education in contrast to other specialized engineering. This article emphasizes the importance of an 
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experiential learning environment for developing systems engineers and the need for integration of  a 

cognitive and affective teaching model in SE education. It is believed that apprenticeships at master’s level 

within SE is an appropriate model to fulfil the requirements for skilled systems engineers. 

List of Acronyms Used in this Paper 
 

Acronym  Explanation 
 

ABET   Accreditation Board for Engineering and Technology 

BKCASE™  Body of Knowledge and Curriculum to Advance Systems Engineering 

DGP   Defense Growth Partnership 

DoD   Department of Defense 

GRCSE  Graduate Reference Curriculum for Systems Engineering 

INCOSE  International Council on Systems Engineering 

SE   Systems Engineering 

SEBoK™  Systems Engineering Body of Knowledge   

ST   Systems Thinking 

STEM   Science, Technology, Engineering, and Math 

UK   United Kingdom 

US   United States 
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This month we provide a summary of Chapter 14, Successful Change Programs that Improved Integration, 

in Integrating Program Management and Systems Engineering (IPMSE), a collaboration of the 

International Council on Systems Engineering (INCOSE), the Project Management Institute (PMI), and the 

Consortium for Engineering Program Excellence (CEPE) at the Massachusetts (USA) Institute of 

Technology (MIT). This is our fifteenth article in this series. Our objective in providing this series is to 

encourage subscribers to leverage the research base of this book that has provided new knowledge and 

valuable insights that will serve to strengthen the performance of complex programs. “The Book” is highly 
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recommended as professional development for all systems engineers and is available to members of 

INCOSE at a discount. 

Chapter 14 is the second of three chapters in Part III of The Book, labelled Developing Integration 

Competencies in Your Organization (Chapter 13 is titled Integration Means Change; Chapter 15 is titled 

Leading an Integration Change Program). 

Chapter 14 provides five case studies describing change efforts to develop or strengthen integration 

capabilities in engineering programs and organizations. They illustrate different approaches taken to 

create the changes needed to increase the level of integration between program management and 

systems engineering. The case studies illustrate the elements of the Integration Framework developed in 

Chapter 6 and provide examples of ways to implement them. It was found that each organization and 

engineering challenge is different, and that meaningful change in processes, practices, and mindsets 

comes from active and sustained efforts by the organization and its leaders. 

In the first case study, involving integration of program management and systems engineering at Lockheed 

Missiles & Space Company (LMSC) in 1957, an integrated management approach was developed in the 

years when the systems engineering discipline was still in its early stages. The challenge in this example 

was the repeated technical failure of complex systems in a new and challenging technology area. The 

need for change was clear and urgent with each successive and costly mission failure and the inability of 

the program to deliver any tangible benefits. The implementation of a rigorous technical process by 

defining and integrating the chief systems engineer into the program organization structure provided 

essential information to the program management to improve the quality of decisions and coordination 

across the entire program. The program manager was therefore better able to understand and influence 

technical issues, including those at the subcontractor level. Mission success rates improved dramatically, 

and the organization demonstrated sustained change by continued use of the practices by diffusing them 

into follow-on programs and through their impact on the development of the work force. Progression from 

chief systems engineer to program manager became the norm for the LMSC Space Systems Division 

organization and several presidents of that Division were appointed through such a chain of assignments. 

Systems engineering provided the “layer” necessary to connect the highly complex engineering real ity with 

the requirements of managing a large program. 

The actions taken in this example to increase integration included: 

• Integrating planning and resource allocation for engineering efforts into the program manager’s 

responsibilities; 

• Restructuring roles of managers and functional leads in the program and in the division; 

• Developing policies to manage staffing to ensure an appropriate and equitable balance of the right 

technical people across the organization; 

https://connect.incose.org/Pages/Product-Details.aspx?ProductCode=PMandSEbook
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• Developing leadership transition paths from chief systems engineer through program manager and 

above; 

• Adapting to challenges by testing new integration approaches over time to see what works; and  

• Pilot testing new ideas on one program, and then diffusing best practices to others. 

CIA employees increasingly appreciated the relevance of systems engineering in their projects; indeed, 

89% of them reported that it was applicable to their jobs, a full 30 points higher than they reported prior to 

their certification program. 

During the late 2000s, the Federal Acquisition Institute developed and implemented the Federal 

Acquisition Certification for Program and Project Managers (FAC-P/PM). That certification was created to 

extend the integration of project management and systems engineering from the U.S. Department of 

Defense (DoD) to all civilian federal employees, especially those involved with limited scope and lower 

complexity projects. The approach called for creating a competency-based program and included 

structuring the program in three levels; some systems engineering was included in all levels. The 

competencies that underpinned this program were developed based on surveys of subject matter experts 

at many of the federal agencies. These surveys, which were based on DoD Directive 5000 (“The Defense 

Acquisition System”), identified how often and how important particular project management and systems 

engineering activities were. The competencies resulting from these surveys were mandated by the Office 

of Federal Procurement Policy in 2007.  

The Department of Veterans Affairs (VA) was one of the agencies that was out in front with the 

implementation of FAC-P/PM discussed above. In 2008, the VA formed an Acquisition Academy to 

address the growing acquisition workforce challenges they were facing; a program management school 

was created within that academy that tailored the FAC-P/PM to the VA mission and work force. It too 

integrated project management and systems engineering into a competency-based program, was targeted 

at those involved with the smaller and less complex projects, and was structured in three levels with some 

systems engineering at each level. Post-training metrics indicated that students returned to their jobs able 

to successfully complete projects they otherwise would have struggled with or failed. 

The actions taken in this example to increase integration included: 

• Create integrated certification for program managers that drew on both program management and 

systems engineering standards to raise program manager awareness of systems engineering. 

• Provide training to project and program managers on a widespread basis, regardless of the size of 

their projects or programs. 

• Provide multi-tiered certification system to help increase the depth of understanding about the 

integration issues between program management and systems engineering. 

• Capture successful practices and insights and disseminate them across multiple locations. 
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Editor’s note: It seems that many complex projects and programs could implement the above 
actions effectively and efficiently at low cost. Given the research base and results of this book, it 

seems that serious consideration should be given to doing this. 

The third case study involved integrated software and program management at the Nationwide Mutual 

Insurance Company, one of the largest and most diversified financial services companies in the United 

States. The company provides products such as retirement planning, auto and home insurance, farm 

owner insurance, and commercial lines insurance to end consumers and intermediaries. Insight at 

Nationwide was strongly driven by the adoption within senior IT executives of a “growth” versus a “fixed” 

mindset, inspired by Carol Dweck’s (2006) book, Mindset: The New Psychology of Success. Traditional 

program management focuses on planning, change control, and periodic status reporting. Agile software 

development focuses on discovery, short learning cycles, visual management, and daily huddles. These 

two perspectives are set up to be in conflict with each other. To correct these differences, the company 

undertook a transformation in how software was developed, and the roles and expectations of all those 

involved with the process. A new organization was created, the Application Development Center (ADC), 

with a focus on technical excellence and process discipline. 

The ADC built upon the successes of the original agile teams, while incorporating the supporting roles, 

including the program manager, directly into the model. Standardized role definitions and behaviors, 

referred to as “standard work” were defined for everyone. Accountability and reinforcement systems were 

put in place. All of these things were put in place. The deliberate intention was to put in place a program 

that learns and adapts, continuously improving process and practices. 

A specific software development method, Agile, was utilized, but with outcomes that ranged from 

significant success to disappointment. The cause of the variation in success was determined to be a 

misalignment between the program management organization and the technical functions. The company 

embarked on a number of change initiatives managed through an existing Lean Six Sigma improvement 

program infrastructure in the organization to transform how software was developed, including the roles 

and expectations of all those involved in the process, a focus on technical excellence and process 

discipline including definition of “standard work”, the development of a new mindset concerning 

collaboration and interaction, and the application of new metrics to evaluate performance. Not only did 

quality and productivity improve significantly, but also the engagement of the employees and the 

atmosphere of collaboration between program management and technical functions was markedly 

improved and sustained as a result. 

The actions taken in this example to increase integration included: 

• A change program to improve management integration with developers, leveraging existing 
change agents and infrastructure to roll out change initiatives across the company. 
 

• Tracking down the root cause of inconsistent execution of agile across the organization: a lack of 
process discipline and an attitude of exclusion between program and project management and 
the software developers. 
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• Redefining the program management orientation to better align with the agile development 
approach. 
 

• Creating the Application Development Center with a focus on technical excellence and process 
discipline. 
 

• Creating standard work for managers explaining how they should interact with the development 
teams, including reporting and priorities. 
 

• Developing a new set of performance metrics for program managers to track development 
progress. 

 

The fourth case study involved boosting productivity in BMW’s engineering department. A division-wide 

formal change program was implemented that involved a number of change projects. Top-down, large 

scale transformation projects tackled strategic, central themes. Bottom-up initiatives provided processes 

and method for enhancing value creation by individuals and teams. An outreach program encouraged 

participation by each member of the organization to achieve a new mindset focused on collaboration. 

Engineering productivity improved dramatically, and importantly the company avoided disruption during 

the global economic crisis, expanded its product line with no additional resources required, and was able 

to achieve its strategic objectives. 

This case study describes a change program that unfolded over the period from 2007 to 2012. It was 

managed by a program management office and involved a large number of individual projects to bring 

about the overall vision of the BMW Group. The integration of the many projects, most of them technical, 

resulted in a more integrated program management and engineering environment. The Engineering 

Division created an engineering transformation program titled the E3 Program that had five major aspects. 

The E3 Program was put into place to transform the engineering organization to a state in which it would 

be able to support the very ambitious corporate strategy including an expansion of the model range, 

increase in vehicle quality, and reduction of engineering cost per vehicle, given a stable number of 

employees. The transformation activities addressed three top-level Challenges, expressed in the name 

“E3”: 

• Exhilarating products. How could the engineering division be closer to the customers’ needs? 

How could engineering activities better focus on what really creates value for the customer, and 

ultimately increase customer satisfaction and grow the customer base? How could the company 

change some fundamental attitudes concerning “what the customer wants”, and how could the 

company technically deliver through its products? 

• Efficient processes and structures. How could the company develop better products, in less 

time, and for less money? How could the company develop more products, and more exciting 

products, and improve productivity and innovation without driving up cost and lead time? 

• Emotions and team spirit. How could the company develop openness and willingness for 

change? How could the company assure that employees take ownership of and responsibility for 
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change? How could the company enable managers to be effective leaders of change? How could 

the company maintain an attractive and inspiring work environment, as well as keep everyone 

employed while at the same time drastically improving productivity? 

The actions taken in this example to increase integration included: 

• Senior leaders provided the vision and resources for the change and were personally involved in 

supporting it. 

• The company and division strategy were communicated to all employees in special meetings and 

used to define the change projects. 

• A PMO managed the change program and provided resources to enable local leaders and 

employees to implement the change. An internal professional change management group with 

change agents, toolsets, and a model for change assisted the PMO. 

• Projects included both top-down and bottom-up change initiatives to engage the entire workforce. 

• The scope of changes addressed product, processes, tools, communications, leadership, and 

culture. 

Editor’s note: Dealing with change is a constant requirement in today’s business environment. 
Business processes must incorporate strategies to deal with change successfully. To that end, the 

actions noted above might be considered by leaders involved in all complex projects and 

programs. It is apparent from this example (among others) that change management is a critical 

driver in obtaining successful business results. (Note that the previous issue of PPI SyEN (PPI 

SyEN 68, August 2018) included summaries of several change management resources in the SE 

Publications section.) 

The final case study presented in Chapter 14 of The Book involves delivering the world’s most complex 

inner-city infrastructure program, Boston’s “Big Dig”. Almost 30 years in the making, the front-end planning 

phase began in the 1970’s, the first shovels went into the ground in the early 1990’s, and the program was 

substantially completed in 2007. The program was complicated by the fact that it was staged as a fast-

track program where initiation was beginning on some projects while closure had been achieved on other 

parts of the program. 

The Big Dig, like most large-scale infrastructure programs, grew from a vision of a small group of people 

who saw a city in need of revitalization. The program had numerous challenges, including working in one 

of the most congested urban areas in the country, and coordinating more than 132 major work projects, 

54 major design packages, thousands of subcontractors, more than 9,000 processes and procedures, and 

organizing more than 5,000 workers during its peak years of construction. The Big Dig was not always on 

schedule and budget; however, it did eventually deliver one of the most complex, inter-city tunneling efforts 

in the world. 
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Systems engineering was used at the Big Dig to integrate the various components of the 135 major 

projects in the program and provide a holistic view to the complex engineering systems and requirements. 

One of the important roles of systems engineering was analysis of the safety failure modes for all critical 

infrastructure projects. 

One of the most important mechanisms for problem solving, conflict resolution, and the reduction of tension 

among participants on the Big Dig Program was through the Partnering Process.4 The concept of 

partnering was first utilized by DuPont Engineering on a large-scale construction project in the mid-1980’s, 

and the U.S. Army Corps of Engineers was the first public agency to use partnering in its construction 

projects. Partnering is now widely used by numerous government and construction entities around the 

world.5 It involves an agreement in principle to share risk and to establish and promote partnership 

relationships. On the Big Dig Program, partnerships were used to improve schedule adherence, quality, 

safety, and performance, as well as to reduce risk, costs, claims, disputes, and litigation. Partnering on 

the Big Dig Program was initially implemented in 1992, primarily on construction projects, but its success 

in construction later led to its use in design contracts, community groups, and the development of internal 

and interagency partnerships. Almost 100 partnerships existed on the Big Dig Program, based on contract 

values ranging from US$4 million to a half billion. 

The actions taken in this example to increase integration included: 
 

• Giving leaders shared roles (for example, the engineering manager/deputy program manager) to 

encourage an integrated perspective. 

• Directing project managers and engineers to work toward shared goals with specif ic direction 

taking into account the perspectives of other disciplines in making decisions. 

• Introducing an IPO and integrated team structures. 

• Establishing comprehensive risk management and quality assurance integrated into the 

component projects. 

• Integrating performance reviews that included overall technical compliance with scope and 

schedule specifications, start-up, testing and test data, and approval activities at several levels 

prior to the acceptance of and payment for any contract. 

• Providing rewards for innovation to the team rather than to individuals. 

                                                 
4 See Partnering in the Construction Industry: A Code of Practice for Strategic Collaborative Working, for an in-depth presentation concerning 
how to utilize the Partnering Process. Available at https://www.amazon.com/Partnering-Construction-Industry-strategic-
collaborative/dp/0750664983/ref=sr_1_2?ie=UTF8&qid=1532203157&sr=8-2&keywords=partnering+in+construction 

 
5 The author recommended use of the Partnering Process when employed by Northrop Grumman Information Technology Defense Systems 
Group for a program at the U.S. State Department. The facilitator selected to assist with implementing the Partnering Process was Charles 
Markert. The implementation was highly effective. See 
www.thepartneringfacilitator.com  

https://www.amazon.com/Partnering-Construction-Industry-strategic-collaborative/dp/0750664983/ref=sr_1_2?ie=UTF8&qid=1532203157&sr=8-2&keywords=partnering+in+construction
https://www.amazon.com/Partnering-Construction-Industry-strategic-collaborative/dp/0750664983/ref=sr_1_2?ie=UTF8&qid=1532203157&sr=8-2&keywords=partnering+in+construction
http://www.thepartneringfacilitator.com/
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• Creating partnering provisions in contracts and having periodic partnering sessions to provide 

common awareness and commitment across the program. 

Summary of Chapter 14: Successful Change Programs that Improved Integration 

Five case studies of successful change programs that improved integration were reviewed. They were 

selected from others reviewed during the five-year research phase of development of the book because 

they demonstrate a diverse set of challenges and approaches to improving integration and collaboration 

across management and technical functions. One observes significant differences in the degree of urgency 

to accomplish the change, the scope of the change effort, and the approach taken. Each case study 

illustrates deliberate, systemic approach to improving elements of integration in the organization. Some 

elements of the Integration Framework developed in Chapter 6 of The Book were observed in all five of 

the case studies. They demonstrate how these elements were applied successfully across a range of 

organizational and program settings. 

In summary, in consideration of the knowledge and insights made available in Chapter 14 of The Book, it 

is both amazing and terribly unfortunate that many complex projects are not more successful and effective 

in achieving the results anticipated by stakeholders. It’s not that we don’t have the information required to 

be successful and effective; it’s that we don’t find and apply the information and knowledge that is available 

as well as we could. This concern also (not surprisingly) involves people – how can we get people to work 

together and support one another? Much knowledge and many insights concerning that which we might 

do have been provided in this chapter. Some ideas that seem relatively easy to implement and apply have 

been highlighted above. How many complex projects will take advantage of this information and make 

investments to further strengthen and improve the application of systems engineering? What do you plan 

to do as a result of taking the time and effort to read this review of Chapter 14 of Integrating Program 

Management and Systems Engineering? What can we do as the systems engineering community to take 

a giant step forward in our practice of systems engineering? Who are the leaders who will provide the 

vision, direction, and motivation to make it happen? How do we garner their attention, commitment, and 

support for our desperate situation? 

Food for Thought 

1. Which of the five case studies relates the challenges to integration that you have experienced in 

your own workplace? What specific elements of the case study are most relevant to your situation? 

2. Suppose that you have been requested to consider options for improving the integration of program 

management and systems engineering in your organization. Select one of the case studies as a 

model for the challenges that your organization faces. Identify the following: 

a. What is the general situation of the organization and the particular integration challenge you 

face? 
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b. What principle(s) of integration would you propose applying to resolve the challenge? What 

aspects of The Book, Integrating Program Management and Systems Engineering, can be 

used and how might they be deployed? 

c. How would you approach the implementation of these integration principles into your 

organization? 

d. What challenges to implementation would you expect to encounter, in the near term and in the 

longer term? 
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4. SYSTEMS ENGINEERING NEWS 

4.1 INCOSE Systems Engineering Competency Framework 
Released 

The INCOSE Competency Framework was launched at the INCOSE International Symposium in July 2018 

and is available to members of INCOSE for free download from the INCOSE Store. 

What is the INCOSE Competency Framework for Systems Engineering? 
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The INCOSE Competency Framework provides a set of 36 competencies for Systems Engineering within 

a tailorable framework that provides guidance for practitioners and stakeholders to identify knowledge, 

skills, abilities, and behaviors crucial to Systems Engineering effectiveness. 

Why was the INCOSE Competency Framework created? 

The INCOSE Competency Working Group (CWG) produced the framework to improve the practice of 

Systems Engineering. The framework along with adoption of effective competency management 

approaches is intended to be used by customer organizations to produce competency models specifically 

tailored to their unique needs. 

How will the INCOSE Competency Framework help me? 

This is a generic framework. It can be applied in the context of any application, project, organization or 

enterprise for both individual and/or organizational assessment and/or development. The framework is 

expected to be tailored to suit the application and domain in which it is applied, combining competencies 

identified herein with others taken from complimentary frameworks (e.g. Program Management, Human 

Resources, Aerospace, Medical), or generated organizationally, to define the required knowledge, skills 

and behaviors appropriate to an area or role.  

4.2 INCOSE Announces Canada Chapter and Chapter President 

David Morris to Lead INCOSE Canada 

by  

 

Christine Kowalski  

The International Council on Systems Engineering (INCOSE) has introduced INCOSE Canada as the 

organization’s newest chapter. With 70 Chapters overall, INCOSE is dedicated to connecting systems 

engineering professionals with outstanding networking opportunities while producing state-of-the-art 

products to discover solutions for today’s social and technical problems.  

In addition to these goals, INCOSE Canada aims to facilitate the formation of local INCOSE branches 

throughout Canada and encourage their involvement. As a national Chapter, INCOSE Canada will focus 

on advocating for the increased professionalism and breadth of use of systems engineering in industry, 

academia and the federal government.  

“By promoting professional development through training and certification opportunities, INCOSE Canada 

looks forward to educating and connecting systems engineers on an academic and industry-wide level,” 

said David Morris, Chapter President. 

Over a career of 38 years, Morris has wide experience in the engineering of land, sea and air projects in 

the UK Ministry of Defense, industry and Canada’s Department of National Defense (DND). First as a 

naval architect, then a systems engineer and systems engineering manager, Morris oversaw construction, 
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modernization, and regulations of the government’s systems including submarines, SAR aircraft, frigates, 

and multiple role replenishment ships. He is also a member of the Society of Naval Architects and 

Engineers. 

Morris will be joined by fellow INCOSE Canada officers Vice President Michael Meakin, Secretary Liviu 

Dancea and Treasurer Philippe Krutchen. INCOSE Canada has selected Daniel Amyot as director of 

programs, Steven Gibbon as director of communications, and Derya Marquette as director of membership. 

4.3 Systems Change: A Growing Need for The Shift to Take Root 

by 

 

Benjamin Taylor 

 

Chief Executive, Public Service Transformation Academy 

 

(From the perspective of Benjamin Taylor) 

We are about to discover, if we didn’t know it already, that local government is all about systems change 

– impacting the wider system more effectively through a wider range of levers than public service delivery 

alone can ever achieve. 

Yet we are still recruiting and incentivizing local authorities and partner organization chief executives for 

organizational grip: ‘strong management and don’t us get on the wrong side of the inspectors’. 

Without doubt, it is critical that we maintain high professional standards – some of our services are life-

and-death, others mean the difference between losing and gaining vital jobs. But this dynamic – even with 

a bit of ‘partnership working’ thrown in – only reinforces the assumptions and silos that prevent real change. 

The field of systems change has emerged internationally from a combination of philanthropy, 

environmentalism, community development, futures studies, and system design. But it’s also a natural 

extension of place shaping, and the best of local government work, from the Wigan Deal to community 

development in Plymouth – the kind of examples set out in our Public Service: State of Transformation 

reports. 

So, it’s about starting from citizen power, focusing on outcomes, and co-creation of public value through a 

mixed market of funding as well as delivery – the real application of systems thinking. 

Systems change seems like a natural end point. As you work with public services, you realize that the 

power and leverage is and should be in the hands of the citizens. As you work on cross-organization 

leadership, you realize that holistic thinking is needed. 

When you try to really tackle wicked problems, you realize that no intervention will do it: the whole thing 

has to shift. Systems change is surely coming. 

https://www.publicservicetransformation.org/2018/05/state-of-transformation-report/
https://www.publicservicetransformation.org/2018/05/state-of-transformation-report/
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But the reality is, we’re stuck in Silo Wars, Episode IV: The Organization Strikes Back. 

Our leadership focus is on preventing organizational problems, being good enough at the slicing and 

dicing, and fiddling the figures to keep the wolves from the door for one more medium-term financial 

strategy. Our skills (despite an occasional nod to innovation, and an occasional standout leader) are 

focused on good, old-fashioned organizational control. 

Henry Kippin and Matthew Taylor, in their 2017 report for Solace Ignite, quote a senior leader: “What drives 

too many organizations … is the question: ‘What can I be sacked for and how can I avoid it?’ Until we can 

shift this, we will be setting up the pivot point in our public service systems – the leaders of place – to 

speak one language and act out another. 

Ironically, of course, civic municipalism and the beginning of public services arose from precisely the kind 

of entrepreneurialism that systems chance advocates. So perhaps we can find our way back to a future 

that allows systems change to really take root. 

Article source 

4.4 Object Management Group Issues Request for Proposals for A 
SysML V2 API and Services Standard 

The Object Management Group® (OMG®), an international, open membership, not-for-profit technology 

standards consortium, issued a SysML® v2 API and Services RFP to specify requirements for an 

Application Programming Interface (API) that includes standard services to create, read, and update 

SysML v2 models, and connect SysML v2 models with models in other disciplines, such as mechanical, 

electrical, software, manufacturing, and logistics. 

Dr. Manas Bajaj, the SysML v2 API and Services RFP Working Group Chair, said “The SysML v2 API and 

Services RFP complements the SysML v2 RFP, which was issued last December. A standard API for 

SysML v2 will significantly enhance the interoperability of SysML modeling tools with each other and with 

other engineering tools and enterprise services. More enterprise applications and users will be able to 

produce and consume standard SysML models and participate in the engineering of complex systems.” 

Both members and non-members of OMG may show their interest in participating in the process by 

submitting a Letter of Intent by December 10, 2018. In order to become a submitter, individually or as part 

of a submission team, companies must become members of OMG by the initial submission deadline of 

February 1, 2020. 

About the OMG 

The Object Management Group® (OMG®) is an international, open membership, not-for-profit technology 

standards consortium with representation from government, industry and academia. OMG Task Forces 

develop enterprise integration standards for a wide range of technologies and an even wider range of 

http://www.solace.org.uk/knowledge/reports_guides/Ignite-Report_Jul-2017.pdf
https://www.lgcplus.com/politics-and-policy/service-reform/we-must-find-a-future-where-systems-change-can-take-root/7025345.article
https://www.omg.org/
https://www.omg.org/cgi-bin/doc?ad/2018-06-03
https://www.omg.org/cgi-bin/doc.cgi?ad/2017-12-2
http://www.omg.org/cgi-bin/doc.cgi?loi
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industries. OMG modeling standards enable powerful visual design, execution and maintenance of 

software and other processes. Visit http://www.omg.org for more information.  

4.5 Iris Rivero Named Department Head of Industrial and Systems 
Engineering at Rochester Institute of Technology 

by  

Michelle Cometa 

Email: macuns@rit.edu  

Iris Rivero, a faculty-researcher at Iowa State University and an expert in additive and hybrid 

manufacturing, has been named department head of RIT’s industrial and systems engineering program  in 

the Kate Gleason College of Engineering. She has also been appointed to the Kate Gleason 

Professorship, a prestigious designation in the engineering college, to support ground-breaking research 

initiatives in the different engineering disciplines. 

“This is an exciting place, and it is already well positioned in these areas with even more potential to 

expand in complementary areas,” said Rivero, who took her position on August 15, “With all the growth in 

the areas of industrial and systems engineering and additive manufacturing, this new role was attractive 

from that perspective.” 

While at Iowa State, Rivero was an associate professor in the university’s Industrial and Manufacturing 

Systems Engineering Department. She led the Interdisciplinary Manufacturing Engineering and Design 

Laboratory and collaborated on varied projects with partners from academia to national and international 

corporations. Some of her work included the development of new metal alloys for 3D printing applications 

and of novel biomaterials that can be used as antibacterial sutures. 

Outside of academia, Rivero worked in the engineering departments of Honeywell Engines & Systems 

and at Advanced Technology Allied Signal Engines & Systems. In 2012, she was named Woman of the 

Year (Higher Education) by the Hispanic Association of Women and received the Outstanding Young 

Manufacturing Engineer Award by the Society of Manufacturing Engineers. 

Born and raised in Puerto Rico, Rivero credits her father for influencing her decision to seek out 

engineering as a career. She would go on to receive her bachelor’s, master’s and doctoral degrees in 

industrial and manufacturing engineering from Penn State University. She is also eager to continue 

outreach to under-represented communities to encourage them to pursue STEM programs. 

“When I was growing up, engineering was an option that my father taught me about, but many people 

around me were not thinking about that. And to me, creating programs and communities on campus where 

they can see people that are like themselves, that is another part of this new role that I am interested in.” 

https://www.omg.org/
mailto:macuns@rit.edu
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Rivero will replace Michael Kuhl, who served as interim department head during the 2017-18 academic 

year. Kuhl remains with the department as professor and continues research in the area of operations 

methodologies and next-generation materials handling systems. 

The Kate Gleason Professorship is named after Kate Gleason—business leader, inventor, and the first 

female member of the American Society of Mechanical Engineers—and supported through funding from 

the Gleason Foundation. The foundation and Gleason family have invested extensively over the years in 

professorships and scholarships and donated state-of-the-art equipment to the college and RIT. The Kate 

Gleason College of Engineering is the only engineering college in the U.S. named after a woman.  

4.6 Participation Welcome in Shaping SysML ® 2.0 

SysML Timeline 

• SysML 1.0 was launched in 2006 as a general-purpose graphical modeling language. 

• SysML is used in critical systems, from engineering chemical plants to architecting submarine 

systems. 

• Systems engineers, tool vendors, and academia have learned much from this experience. 

• The SysML specification has continued to evolve through the OMG Revision Task Force process, 

however, the scope of the task force limits how much change can be introduced to address the 

needs. 

• It’s time for SysML v2.0. 

You Can Help Develop SysML v2.0 

The Object Management Group® (OMG®) has issued a Request for Proposals for the next version of 

SysML: SysML v2.0. 

• Improve the precision, expressiveness, and usability relative to SysML v1. 

• Improve support for MBSE in the broader context of Model-based Engineering (MBE). 

• Specify additional features that include model interchange and formal semantics. 

How to Participate 

• Respond: Organizations interested in submitting a proposal, either alone or as part of a group, 

must submit a Letter of Intent (LOI) to OMG by September 24, 2018. 

• Submit: Responses to the RFP are due by Monday, November 19, 2019. 

• Vote: Organizations interested in voting on the standard, but not submitting their own proposal, 

must join OMG by Monday, November 19, 2019. 

https://www.rit.edu/press/life-and-letters-kate-gleason-softcover
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Next Steps 

• Watch the webinar: https://www.brighttalk.com/webcast/12231/270815  

Read the RFP, Download the LOI template and Learn more: http://www.omgsysml.org/SysML-2.htm  

4.7 Project Performance International (PPI) and the International 
Council on Systems Engineering (INCOSE) Partner to Develop a 

Systems Engineering Tools Database 

PPI to Share Access to its Systems Engineering Goldmine with INCOSE 
Members 

 via the INCOSE Website 

MELBOURNE – September 7, 2018 – The International Council on Systems Engineering (INCOSE), 

the largest organization in the world dedicated to systems engineering, signed a memorandum of 

understanding (MOU) with Project Performance International (PPI), an Australia-headquartered 

transnational corporation using systems engineering to improve client performance.  

The MOU between PPI and INCOSE formalizes the partnership between the two parties as they develop 

and operate the Systems Engineering Tools Database (SETDB), an online library of systems engineering 

software tools data to support engineering and business processes. INCOSE and PPI’s partnership also 

includes the sharing of PPI’s Systems Engineering Goldmine, a resource of over 4GB of systems 

engineering documents and a searchable database of definitions of more than 7,800 terms used in 

systems engineering. The collaboration also embraces the delivery of an educational seminar series for 

infrastructure professionals. 

“This collaboration between PPI and INCOSE is another step towards PPI's vision of all engineers 

worldwide practicing systems engineering, as the way that engineering is done. We at PPI look forward 

with excitement to working more closely with INCOSE in the future, to the benefit of humankind," said 

PPI’s Managing Director Mr. Robert Halligan. 

“INCOSE and PPI have a mutual commitment to improving the state of systems engineering practice. 

These projects help us to achieve our shared goal and to bring the systems engineering community closer 

together as we continue to innovate,” said Garry Roedler, President of INCOSE. 

The joint development of the Systems Engineering Tools Database will be hosted on an INCOSE server 

linked to the INCOSE and PPI websites, and will provide current and future members of INCOSE and 

clients of PPI with data on systems engineering software tools.  

To learn more about PPI and its Systems Engineering Goldmine visit https://www.ppi-int.com and 

https://segoldmine.ppi-int.com. 

https://www.brighttalk.com/webcast/12231/270815
http://www.omgsysml.org/SysML-2.htm
https://www.incose.org/
https://www.ppi-int.com/
https://www.ppi-int.com/
https://segoldmine.ppi-int.com/
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For more information about INCOSE or to join its growing community of systems engineers, visit 

www.incose.org.  

 

About Project Performance International 

Project Performance International (PPI) is a for-profit company incorporated in Australia and operating 

worldwide. The mission of PPI is to improve the performance of its clients and the lives of their people by 

improving the practice of engineering, based on systems thinking, and using the principles and methods 

of systems engineering. Learn more about PPI at www.ppi-int.com. 

About the International Council on Systems Engineering  

The International Council on Systems Engineering (INCOSE) is a not-for-profit membership organization 

that promotes international collaboration in systems engineering practice, education and research. 

INCOSE’s mission is to “address complex societal and technical challenges by enabling, promoting and 

advancing systems engineering and systems approaches.” Founded in 1990, INCOSE has more than 70 

Chapters and over 16,500 members worldwide. For additional information about INCOSE, call 1-858-541-

1725 or visit www.incose.org. Become a member today. 

5. FEATURED ORGANIZATIONS 

5.1 Centre for Science and Policy University of Cambridge 

The Centre for Science and Policy (CSaP) at the University of Cambridge promotes relationships between 

policy professionals and experts in the sciences and engineering by: 

• Providing policy professionals access to academic thinking in engineering, science, computing, 

mathematics, the social sciences, law and philosophy. 

• providing training, support and opportunities for researchers to engage with policy makers. 

• Providing an arena in which those interested in the policy implications of the sciences and 

technology, and the relationship between research expertise and public policy, can discuss and 

develop fresh ideas. 

CSaP works with a unique network of academicians and decision-makers to improve the use of evidence 

and expertise in public policy. The approach is based on addressing the questions which policy makers 

identify, and on building relationships characterized by mutual understanding, respect, and trust. 

More Information 
 
 

http://www.incose.org/
http://www.ppi-int.com/
http://www.incose.org/
https://www.incose.org/incose-member-resources/join-incose
http://www.csap.cam.ac.uk/organisations/csap/
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5.2 International Society for System Sciences 

The International Society for the Systems Sciences is a worldwide organization for systems sciences. 

Initially conceived in 1954 as the Society for the Advancement of General Systems Theory, and started in 

1955/56, the Society for General Systems Research became the first interdisciplinary and international 

co-operation in the field of systems theory and systems science. In 1988 the society adopted its current 

name to reflect its broadening scope. Access the site through the following link: Journals ISSS for online 

conference proceedings, downloadable PDFs of papers, and the full conference program and abstract 

book.  These official publications of the ISSS are submitted by authors, peer-reviewed, and published for 

access at no cost to viewers. The ISSS Journal carries the ISSN 1999-6918.  

More Information 

5.3 ARC Advisory Group 

Founded in 1986, ARC Advisory Group is a leading technology research and advisory firm for industry, 

infrastructure, and cities. ARC provides in-depth coverage of both information technologies (IT) and 

operational technologies (OT) and associated business trends. Analysts and consultants provide industry 

knowledge and experience.  ARC provides technology supplier clients with strategic market research and 

helps end user clients develop appropriate adoption strategies and evaluate and select the best technology 

solutions for their needs. 

More Information 

5.4 SysAdmin, Audit, Network, and Security (SANS) Institute 

The SANS Institute is a private U.S. for-profit training company founded in 1989 that specializes in 

information security, cybersecurity training and technical certification in information security. Topics 

available for training include cyber and network defenses, penetration testing, incident response, digital 

forensics, and audit. The information security courses are developed through a consensus process 

involving administrators, security managers, and information security professionals. The courses cover 

security fundamentals and technical aspects of information security. The Institute has been recognized for 

its training programs and certification programs. SANS stands for SysAdmin, Audit, Network and Security. 

More Information 

5.5 Defense Advanced Research Projects Agency 

(DARPA) 

The Defense Advanced Research Projects Agency is an agency of the United States Department of 

Defense responsible for the development of emerging technologies for use by the military. Originally 

known as the Advanced Research Projects Agency, the agency was created in February 1958 by 

http://journals.isss.org/
http://isss.org/world/index.php
https://www.arcweb.com/
https://www.sans.org/
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President Dwight D. Eisenhower in response to the Soviet launching of Sputnik 1 in 1957. Since its 

inception, the agency's mission is ensuring that the United States avoids further technological surprise. By 

collaborating with academic, industry, and government partners, DARPA formulates and executes 

research and development projects to expand the frontiers of technology and science, often beyond 

immediate U.S. military requirements. (Wikipedia) 

More Information 

6. NEWS ON SOFTWARE TOOLS SUPPORTING SYSTEMS 
ENGINEERING 

6.1 AgileCraft: Scaled Agile Management Platform 

by 

Alwyn Smit 

Principal Consultant & Course Presenter 

Project Performance International (PPI) 

Email: asmit@ppi-int.com  

In SyEN64 we provided a short overview concerning the Scaled Agile Framework. AgileCraft is claimed 

by its developers to be the only platform built from the ground-up for “scaled lean/agile excellence”. As a 

Scaled Agile Management (SAM) platform, the cloud architecture makes it possible to visualize, manage 

and execute work at four layers of scale. Private cloud and on premise options are also available. 

The software also includes the ability to connect to the tools you already have in place within your team, 

or to add new ones, and scale them across the other layers of the framework. A full set of team tools that 

are provided for can be found at https://agilecraft.com/connector. 

AgileCraft enables teams to make connections between their work and company strategy and the overall 

big picture, something that often gets lost in an agile environment and as a result, they lose sight of the 

massive value they provide towards the big picture.  

In a recent report by Gartner on critical capabilities for enterprise agile planning tools, they had this to say 

about Agilecraft: 

“A new vendor in this Critical Capabilities report, AgileCraft offers a comprehensive solution for large-scale 

organizations aspiring to embrace agile and DevOps. It has built-in support for multiple enterprise agile 

frameworks, including SAFe. AgileCraft can roll up data from teams using various methodologies and 

team-level tools. It can track software changes from ideation through the DevOps toolchain to release.” 

https://www.darpa.mil/
mailto:asmit@ppi-int.com
https://agilecraft.com/connector
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AgileCraft ranks at or near the top for use cases that need the breadth of functionality that the product 

contains. It scores well for support of all three portfolio use cases. It has the top ranking for large traditional 

project and program portfolios, and also is the top ranked vendor for support of SAFe. 

AgileCraft offers good support for single-team use cases for both Scrum and lean/Kanban and can thus 

be used by teams transitioning to agile and continuing on to broad enterprise adoption. It can also be used 

on top of other team-level solutions in a federated solution. 

7. SYSTEMS ENGINEERING PUBLICATIONS 

 

7.1 Modeling and Simulation Support for System of Systems 
Engineering Applications 

 

 

 
 

Image source 
 

by 
 

Larry B. Rainey and Andreas Tolk 

From the Amazon.com Website: 

“...a much-needed handbook with contributions from well-chosen practitioners. A primary accomplishment 

is to provide guidance for those involved in modeling and simulation in support of Systems of Systems 

development, more particularly, guidance that draws on well-conceived academic research to define 

concepts and terms, that identifies primary challenges for developers, and that suggests fruitful 

approaches grounded in theory and successful examples.” Paul Davis, The RAND Corporation 

Modeling and Simulation Support for System of Systems Engineering Applications provides a 

comprehensive overview of the underlying theory, methods, and solutions in modeling and simulation 

support for system of systems engineering. Highlighting plentiful multidisciplinary applications of modeling 

and simulation, the book uniquely addresses the criteria and challenges found within the field. 

https://www.wiley.com/en-us/Modeling+and+Simulation+Support+for+System+of+Systems+Engineering+Applications-p-9781118460313
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Beginning with a foundation of concepts, terms, and categories, a theoretical and generalized approach 

to system of systems engineering is introduced, and real-world applications utilizing case studies and 

examples are presented. A unified approach is maintained in an effort to understand the complexity of a 

single system as well as the context among other proximate systems. In addition, the book features: 

• Cutting edge coverage of modeling and simulation within the field of system of systems, including 

transportation, system health management, space mission analysis, systems engineering 

methodology, and energy. 

• State-of-the-art advances within multiple domains to instantiate theoretic insights, applicable 

methods, and lessons learned from real-world applications of modeling and simulation. 

• The challenges of system of systems engineering using a systematic and holistic approach. 

• Key concepts, terms, and activities to provide a comprehensive, unified, and concise 

representation of the field. 

• A collection of chapters written by over 40 recognized international experts from academia, 

government, and industry. 

• A research agenda derived from the contribution of experts that guides scholars and researchers 

towards open questions. 

Modeling and Simulation Support for System of Systems Engineering Applications is an ideal reference 

and resource for academics and practitioners in operations research, engineering, statistics, mathematics, 

modeling and simulation, and computer science. The book is also an excellent course book for graduate 

and PhD-level courses in modeling and simulation, engineering, and computer science. 

Format: Hardcover  

Publisher: Wiley; 1 edition (February 9, 2015) 

ISBN: 

 ISBN-10: 1118460316 

            ISBN-13: 978-1118460313 

More Information 
 
 
 
 
 
 
 
 

https://www.amazon.com/Modeling-Simulation-Support-Engineering-Applications/dp/1118460316/ref=sr_1_1?s=books&ie=UTF8&qid=1530820845&sr=1-1&keywords=Modelling+and+Simulation+Support+for+System+of+Systems+Engineering+Applications
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7.2 Deep Shift: Technology Tipping Points and Societal Impact 

 

 
 

Image source 
 

provided by 

 
 Global Agenda Council on the Future of Software & Society 

World Economic Forum 

Software has the potential to drastically change our lives. In 2016, the World Economic Forum’s Global 

Agenda Council on the Future of Software and Society set out to help people prepare for changes enabled 

by software. The Council identified 21 examples that will have far-reaching impacts on human health, the 

environment, global commerce, and international relations.  

We are entering a time of momentous societal shifts brought on by advancements in software. According 

to Erik Brynjolfsson, Council Vice-Chair; Director, MIT Initiative on the Digital Economy, Massachusetts 

Institute of Technology, USA, and a prolific author: “Now comes the second machine age. Computers and 

other digital advances are doing for mental power – the ability to use our brains to understand and shape 

our environments – what the steam engine and its descendants did for muscle power.” 

These changes will impact people around the world. Inventions such as artificial intelligence, connected 

devices and 3D printing will enable us to connect and invent in ways we never have before. Businesses 

will automate complicated tasks, reduce production costs, and reach new markets. Continued growth in 

internet access will further accelerate change. In Sub-Saharan Africa and other underdeveloped regions, 

connectivity has the potential to redefine global trade, lift people out of poverty, and topple political 

regimes. For many of us, seemingly simple software innovations will transform our daily routines. These 

changes are not without their challenges; as technology improves the lives of many, the Council hopes to 

help prepare people to understand and address concerns on privacy, security, and job disruption. 

This report is a small first step in understanding the changes that lie ahead. It provides important insights 

to consider as we navigate the complex issues related to changing technologies. 

Download the report 

http://www3.weforum.org/docs/WEF_GAC15_Technological_Tipping_Points_report_2015.pdf
https://www.getabstract.com/en/summary/concepts-and-trends/deep-shift/25566
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7.3 Notes on the Synthesis of Form 

 

Image source 

by 

Christopher Alexander 

"These notes are about the process of design: the process of inventing things which display new physical order, 

organization, and form, in response to function." This book, opening with these words, presents an entirely new 

theory of the process of design. 

In the first part of the book, Alexander discusses the process by which a form is adapted to the context of human 

needs and demands that has called it into being. He shows that such an adaptive process will be successful 

only if it proceeds piecemeal instead of all at once. It is for this reason that forms from traditional unselfconscious 

cultures, molded not by designers but by the slow pattern of changes within tradition, are so beautifully 

organized and adapted. When the designer, in our own self-conscious culture, is called on to create a form that 

is adapted to its context he is unsuccessful, because the preconceived categories out of which he builds his 

picture of the problem do not correspond to the inherent components of the problem, and therefore lead only 

to the arbitrariness, willfulness, and lack of understanding which plague the design of modern buildings and 

modern cities. 

In the second part, Alexander presents a method by which the designer may bring his full creative imagination 

into play, and yet avoid the traps of irrelevant preconception. He shows that, whenever a problem is stated, it 

is possible to ignore existing concepts and to create new concepts, out of the structure of the problem itself, 

which do correspond correctly to what he calls the subsystems of the adaptive process. By treating each of 

these subsystems as a separate sub problem, the designer can translate the new concepts into form. The form, 

because of the process, will be well-adapted to its context, non-arbitrary, and correct. 

The mathematics underlying this method, based mainly on set theory, is fully developed in a long appendix. 

Another appendix demonstrates the application of the method to the design of an Indian village. 

One reviewer’s comments concerning this book: 

https://monoskop.org/images/f/ff/Alexander_Christopher_Notes_on_the_Synthesis_of_Form.pdf
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Anyone who designs things should read this book. It's architecture: the thought processes of moving 

through the phases of panic and ignorance to discovery and fascination to the magical moment when your 

design begins to talk back to you, and tell where YOU need to go, and when you've made a mistake, or 

when your design shows you a brilliant idea that never would have occurred to you. There are virtually no 

books on the joys and angst of the design thought process, so this book is priceless. 

Format: Hardcover and paperback 

Publisher: Harvard University Press (October 24, 1964) 

ISBN: 

ISBN-10: 0674627512 

ISBN-13: 978-0674627512 

More Information 

7.4 The ‘How’ of Transformation 

by 

Michael Bucy, Adrian Finlayson, Greg Kelly, and Chris Moye 
 

McKinsey & Company 
 

Disruptive forces abound in today’s business environment. Technological innovation, regulatory changes, 

pressure from activist investors, and new entrants are just some of the forces causing disruption, even in 

historically less volatile business sectors. It’s therefore no surprise that many consumer-goods and retail 

companies are embarking on transformation efforts, sometimes in response to outside pressure and other 

times to get ahead of it. Regardless of why, these companies are introducing new ways of working to large 

numbers of employees, with the goal of producing a step-change, sustainable boost in business results. 

However, the painful reality is that most transformations fail. Research shows that 70 percent of complex, 

large-scale change programs don’t reach their stated goals. Common pitfalls include a lack of employee 

engagement, inadequate management support, poor or nonexistent cross-functional collaboration, and a 

lack of accountability. Furthermore, sustaining a transformation’s impact typically requires a major reset in 

mind-sets and behaviors—something that few leaders know how to achieve. 

About the Authors 

Michael Bucy is a partner in McKinsey’s Charlotte office; Adrian Finlayson, based in Melbourne, Australia 

and Chris Moye, based in Philadelphia, USA are senior vice presidents in McKinsey’s RTS, a McKinsey 

unit focused on supporting turnarounds and transformations across industries worldwide; and Greg Kelly, 

a director in the Atlanta office, is the global leader of McKinsey’s Consumer Packaged Goods and Retail 

Practices. 

https://www.amazon.com/Notes-Synthesis-Form-Harvard-Paperbacks/dp/0674627512/ref=sr_1_1?s=books&ie=UTF8&qid=1533999383&sr=1-1&keywords=notes+on+the+synthesis+of+form
https://www.mckinsey.com/our-people/michael-bucy
https://www.mckinsey.com/our-people/greg-kelly
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Access the article 

7.5 If I Knew I was going to be a PM, I Would Have Followed a 
Different Path 

by 
 

Mark Mullaly 

Mark Mullaly is president of Interthink Consulting Incorporated, an organizational development and change 

firm specializing in the creation of effective organizational project management solutions. Since 1990, it 

has worked with companies throughout North America to develop, enhance and implement effective 

project management tools, processes, structures, and capabilities. Mark was most recently co-lead 

investigator of the Value of Project Management research project sponsored by PMI. You can read more 

of his writing at www.markmullaly.com 

From the article: 

Many of us fall into the project management role by accident. We don’t set out with the deliberate intent to 

have the title “project manager” printed on our business cards (or to have the role indelibly carved into our 

psyche). For all that project management is about being proactive, many of us wind up taking a far more 

reactive and unplanned path into the project management world. Then something happens that wakes us 

up to the idea that there are concepts, terms and approaches that can help us get stuff done better. 

Because we are often accidental project managers, we don’t just take an indirect route into the role. We 

also typically take a circuitous path to skills development as well. This is true even for people coming into 

the workforce today. While they may be exposed to the idea of projects, it is still rare and atypical for 

project management skills and techniques to be taught as part of formal education. 

In terms of development, I followed two primary paths to learning about project management. First, I read 

a lot. And second, I learned by doing. I experimented and tried things out. Sometimes those attempts 

worked, and I kept at them. Often they didn’t work, and I adapted or abandoned them in favor of other 

approaches. I made mistakes, and course-corrected as necessary. And I tried to learn from the mistakes 

of others. 

For me, project success and managing projects well really isn’t about the mechanics. What makes 

projects messy and challenging and difficult is people. I rely on negotiation skills, an appreciation 

of human nature, and what I hope to be a sufficient level of emotional intelligence and empathy. 

I leverage strategy, problem solving, decision making, and facilitation techniques. I talk some, and I try to 

listen far more. I listen for meaning, test for comprehension, and don’t shy away from ambiguity or 

disagreement. 

The development opportunity—and the challenge—is that the breadth of skills I am talking about here is 

enormous. They don’t consciously connect with each other, although there are most assuredly overlaps. 

https://www.mckinsey.com/industries/retail/our-insights/the-how-of-transformation
http://www.markmullaly.com/
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There is no single map of what they are, how to build them, or which particular sequence might be useful. 

We need to become aware of a tool, skill, or approach. We need to register its interest and relevant. We 

need to expose ourselves to the philosophies, principles, and practices that define how they work. And we 

need to reflect on how they are relevant, how we might apply them (and in what circumstances), and how 

they connect to all of the other capabilities, skills, and perspectives that we already have. 

More Information 

7.6 Why Do Projects Fail? 

 

by 
 

Arvind Kumar 
 

Kumar has more than 13 years of progressive experience in software development, which includes project 

management, business analysis and planning, development, implementation, and quality orientation. 

From the Article: 

In a perfect world, every project would be on time and within budget. But reality—especially when viewed 

through statistics—tells a very different story. It's not uncommon for projects to fail. Even if the budget and 

schedule are met, one must ask, "Did the project deliver the results and quality we expected?" 

True project success must be evaluated on all three components. Otherwise, a project could be considered 

a failure. There are many reasons why projects (both simple and complex) fail. 

Some of the common reasons why projects fail, based on my experience, are the following: 

• Incompetent project managers. 

• Improper involvement level of PMs. 

• Lack of management support. 

• Ignoring change management processes. 

• No risk management process. 

• Inaccurate stakeholder analysis. 

• Missing project management tools. 

• Always saying “yes” to the customer. 

• Not talking through problems. 

• Guesstimating. 

https://www.projectmanagement.com/articles/395983/If-I-Knew-I-Was-Going-to-Be-a-PM--I-Would-Have-Followed-a-Different-Path?PMIwelcome=1&regComplete=1&
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• Avoiding code reviews. 

• Skipping prototyping. 

There are many seemingly independent causes of project failure. One way to overcome these causes is 

for the various stakeholders to be included in a very thorough planning process, thereby maximizing input 

from various vested interests—and broadening the understanding of the project manager and team 

members. An improvement in the success rate of projects is possible by putting significantly more focus 

on general management activities. With accurate planning, defined goals, clear assignments, and effective 

communication, proactive managers can overcome those odds to master even the most challenging 

project. 

More Information 

 

7.7 How to Save a Failing Project: Chaos to Control 
 

 
 

Image source 
 

by 
 

Ralph R. Young, Steven M. Brady, and Dennis C. Nagle, Jr. 
 

From the Amazon.com Website: 

“HOW TO SAVE A FAILING PROJECT: CHAOS TO CONTROL by Ralph R. Young et al is a competently 

written book with a misleading title. It should have been called HOW TO KEEP A PROJECT FROM 

FAILING, since it's a collection of good project management advice from a voice of experience. It's well-

organized and well-presented and could probably replace dozens of its predecessors already lining the 

project management bookshelves, covering this territory before but not as well. If I were teaching project 

management, I'd certainly consider using this book in class. Planning, team-building, managing 

https://www.projectmanagement.com/articles/467719/Why-Do-Projects-Fail-
https://www.amazon.com/How-Save-Failing-Project-Control-ebook/dp/B004W48V8I
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expectations, sharing a vision--it's all there, and the authors have obviously been there and done that.” 

Susan de la Vergne 

You CAN Turn Around A Failing Project! Poor project results are all too common and result in dissatisfied 

customers, users, and project staff. With countless people, goals, objectives, expectations, budgets, 

schedules, deliverables, and deadlines to consider, it can be difficult to keep projects in focus and on track. 

How to Save A Failing Project: Chaos to Control arms project managers with the tools and techniques 

needed to address these project challenges. The authors provide guidance to develop a project plan, 

establish a schedule for execution, identify project tracking mechanisms, and implement turnaround 

methods to avoid failure and regain control. With this valuable resource, you will be able to: • Identify key 

factors leading to failure • Learn how to recover a failing project and minimize future risk • Better analyze 

your project by defining proper business objectives and goals • Gain insight on industry best practices for 

planning. 

Format: Paperback 

Publisher: Berrett-Koehler Publishers; 1 edition (May 1, 2009) 

ISBN: 

ISBN-10: 1567262392 

ISBN-13: 978-1567262391 

More Information 
 

7.8 Partnering in Construction: A Practical Guide to Project 

Success 

by 

Frank Carr and Charles D. Markert, P.E., C.P.F. 

Partnering is an informal team-building construct to launch and sustain team communication, collaboration 

and problem-solving, during a project, between multiple parties to achieve a mutually productive outcome. 

It is a pragmatic approach to operationalize otherwise common platitudes and exhortations. 

There are three main elements of this book. They include the lessons learned, the legal considerations, 

and how to do partnering. 

First, the book begins with the lessons learned by the authors. These include the answers to most every 

imaginable question. 

Second, the legal considerations were written by the legal minds who documented and memorialized 

partnering into the US Army Corps of Engineers policy. 

https://www.amazon.com/gp/profile/amzn1.account.AGWSNBGHTWMDWC4KCR2UOX5UHY7Q/ref=cm_cr_dp_d_gw_tr?ie=UTF8
https://www.amazon.com/gp/profile/amzn1.account.AGWSNBGHTWMDWC4KCR2UOX5UHY7Q/ref=cm_cr_dp_d_gw_tr?ie=UTF8
https://www.amazon.com/How-Save-Failing-Project-Control/dp/1567262392/ref=sr_1_1?s=books&ie=UTF8&qid=1530828354&sr=1-1&keywords=how+to+save+a+failing+project
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Third, the ‘how to do it’ was written by a practicing partnering facilitator who is also a retired civil engineer 

(and non-lawyer). 

Partnering is still in practice almost 30 years since its inception. The Associated General Contractors of 

America (AGC of America) adopted this version of partnering and recommends it to their members. The 

chief of the Army Corps of Engineers has recently admonished his field offices to increase the amount of 

partnering used in projects because as partnered projects have reduced in numbers, litigation has been 

increasing. 

Partnering was astoundingly successful in reducing litigation on projects and continues to deliver benefits 

well beyond reduced litigation. It has also been institutionalized by many state highway departments 

across the country. 

The same partnering described in this book has also been used for large federal contracts in the 

information technology world. In fact, it is applicable wherever there is a contract between two or more 

parties. 

Copies of the book are no longer available from the publisher, the American Bar Association. However, 

Amazon offers both new and used copies of the book. Available here.  

More Information Concerning Partnering 

8. EDUCATION AND ACADEMIA 

8.1 Systems Engineering at Cranfield University, UK 
 

The Centre for Systems Engineering, Cranfield University was established in 1999 and has been at the 

forefront of developing systems engineering education ever since, blending the breadth of systems 

thinking with the rigors of systems engineering. More recently, it has taken the lead on the academic 

component of a masters-level apprenticeship program in Systems Engineering as part of a UK government 

and Defense industry partnership. The Centre is led by Professor Emma Sparks. 

The MSc in Systems Engineering for Defense was established in 1991. It is a modular program offered in 

both part-time and full-time mode.  Students have varied backgrounds, including serving military officers, 

civilian Ministry of Defense employees, and Defense industry, from the UK and abroad, resulting in a 

unique learning environment in which multiple perspectives and knowledge can be shared. 

The objectives of the program are to: 

• Apply systems knowledge and systems thinking to the decision-making process in relation to 

systems problems in a constantly changing defense environment, analyzing the principle influence 

and constraints in formulating a systems engineering approach. 

https://www.amazon.com/gp/offer-listing/1570737371/ref=tmm_other_meta_binding_used_olp_sr?ie=UTF8&condition=used&qid=1532268003&sr=1-1
http://www.thepartneringfacilitator.com/about.html
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• Evaluate the quality of systems engineering practices applied by industry and government in the 

defense environment, underpinned by the application of techniques, tools and processes, 

proposing practical systems approaches to accommodate both industrial and governmental 

ideologies. 

• Undertake self-directed systems engineering research using the knowledge and skills acquired 

during the instructional phase of the course. 

The course offers choice and specialization to students having different backgrounds, interests, and 

requirements in order to tailor the learning pathway. Group working, real world case studies, and a virtual 

learning environment underpin more traditional classroom-based interaction, preparing students for 

professional practice. The program is CEng accredited and fulfils the requirements for registration as a 

chartered engineer when presented with a CEng accredited bachelor’s degree. 

More Information  

 

8.2 An Engineering Student’s Guide to Effective Note Taking 
 

High school might have taught you that you are allowed to pass your subjects without ever having to take 

down notes, but taking effective notes in lectures and tutorials is an essential skill for university study. This 

is especially important in engineering, as you cannot simply look at the solutions of the problems on the 

board or in your textbooks and expect that you have absorbed them all. This is one of the many laborious 

tasks that you need to practice while in engineering: note taking. Engineering students, read carefully. 

Here are tips and tricks to help you in your classes with regards to note taking: 

Pay attention 

Active listening and thinking are what is most important. Get into the habit of absorbing and understanding 

what you are about to write. Clear your mind from any distraction. Strategize where you are sitting inside 

the classroom and stay away from anything that distracts you.  

Have the right materials 

Engineering students should not be allowed to enter the class without a pen and a notebook. Make sure 

that you have your note-taking materials with you. The use of highlighters and sticky notes may assist you 

further. 

Take good notes in class 

You are there as an engineering student, not a field reporter. Never write down everything the lecturer is 

saying; instead, jot down highlights of the discussion especially those written on the board. Those topics 

are most likely to be important. More importantly, write down information, in particular, names, dates, 

formulas, theories, and other details which cannot be found on the textbook. It is also about speed. You 

https://www.cranfield.ac.uk/
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cannot catch up on a sequence of important topics if you write entire block of sentences. Phrase and 

abbreviate instead to save time and prevent hand cramps. 

Take good notes in readings 

Part of note taking is also identifying the most important items when you go over your textbooks. Highlight 

or underline only text which is critical in the material. Never fill the entire page with colored pens as this 

will only cause confusion in your mind upon reviewing. You could jot some notes on the margins or on a 

loose sheet of paper to help for easy memorization. 

Organize your notes 

Make sure to locate the notes you have taken down when you need them. Having the course name and 

date at the top of the page and stapling or binding pages together also assist you. Take notes 

chronologically. It is important that you write as clearly as possible. 

Find a system that works for you 

Perhaps you have developed your own style of note taking that works well for you.  Only you can decide 

what strategies help you to learn all the mathematical formulas and scientific principles. Experiment and 

find an approach that works for you!  

8.3 Applications for a Visiting Associate Professor Position in 
Software/Systems Engineering at Carlos III University of Madrid, 

Spain 

Full details available here. 

Summary 

Location: Leganés, Madrid, Spain 

Contract: Full Time 

Duration: 1 year + optional 3 to 5-year extension 

Applications deadline: September 30, 2018 

Starting date: January 21 -25, 2019 

Description 

The Department of Computer Science and Engineering invites applications for a Visiting Associate 

Professor position. Applicants must have completed a PhD in Software Engineering, Systems 

Engineering, Computer Science, Information Technology 

or a closely related field by the application closing date. 

Candidates must show a promising record in both research and teaching areas. The target areas of 

interest to be covered in this position include (but are not limited to): 

1. Software Engineering / Systems Engineering 

2. Model-based Software Development 

http://www.kr.inf.uc3m.es/work-with-us/
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3. Requirements Engineering 

4. Knowledge-based Systems 

5. Analytical Modeling and Simulation (Modelica, FMI/FMU, etc.) 

6. Descriptive Modeling and Simulation (UML/SysML, etc.) 

7. Information and Knowledge Retrieval and Reuse 

The candidate is expected to work with researchers from both similar and different disciplines across 

different universities and industrial partners around the world. The candidate shall have a strong record 

in relevant fields of Software and/or Systems Engineering. Furthermore, a substantial external reputation 

shall be demonstrated with special emphasis in academic potential through high-quality research 

publications and participation in competitive research projects at international level. The expected 

candidate must have a good qualification (C1 level or equivalent) to write and read English (if not native) 

in order to prepare and teach courses. Knowledge of the Spanish language is not necessary. 

About the Knowledge Reuse Research Group 

The Knowledge Reuse (KR) research group is a multidisciplinary research group, led by Prof. Juan 

Llorens (http://www.linkedin.com/in/llorensjuan), with members belonging to the Department of 

Computer Science and Engineering (http://www.infuc3m.es/en) and the Department of Library and 

Information Sciences. KR’s mission is to promote software and systems reuse within organizations 

focusing on: 

•  Providing research in software and systems engineering processes and methods. 

•  Applying semantic-based technologies to Systems Engineering practice. 

•  Addressing the new-technology opportunities. 

•  Disseminating knowledge to the scientific and industrial communities. 

KR brings together these activities to enable and support people, organizations, and systems to 

collaborate and interoperate in the new global context. Our research lines focus on software and 

systems engineering applied to reuse, quality, traceability, interoperability, and reasoning,  

with focus on: 

• Software representation. Different means to understand, transform, retrieve, and reuse software 

at any level. 

• Systems Engineering. Exploiting knowledge-based techniques to effectively improve the 

communication among traditional systems engineering practices and enable better solutions to 

the development of complex systems. 

• Ontology engineering, mainly applied to systems engineering. 

The following list summarizes some on-going projects in which the group is currently involved: 

http://www.linkedin.com/in/llorensjuan
http://www.inf.uc3m.es/en
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• Architecture-driven, Multi-concern and Seamless Assurance and Certification of Cyber-Physical 

Systems (AMASS) 

• Internet of DevOps (IoD) 

• Interoperability Model for Land Registers (IMOLA) 

Contact person  

Prof. Dra. Anabel Fraga (afraga@kr.inf.uc3m.es)  

For any further information about the position or the process, please contact on the following e-mail 

address: jobs@kr.inf.uc3m.es 

9. SOME SYSTEMS ENGINEERING-RELEVANT WEBSITES 

 
Wikipedia List of Systems Engineering  

This list of systems engineering at universities gives an overview of the different forms of systems 

engineering (SE) programs, faculties, and institutes at universities worldwide.  

https://en.wikipedia.org/wiki/List_of_systems_engineering_universities  
 

Certification Program History 
Website of the history of the certification program by INCOSE. After three years of intensive research and 

development, INCOSE established its Professional Certification Program in March 2004 to provide a 

formal method for recognizing the education, experience, and knowledge of systems engineers through 

the "Certified Systems Engineering Professional" (CSEP) designation. This designation requires at least 

five years of systems engineering experience confirmed by systems engineering knowledgeable 

references. Certification is valid for three years from the date awarded, and may be renewed in three-year 

intervals by demonstrating various ways of continuing education and ongoing professional development.  

https://www.incose.org/systems-engineering-certification/certification-program-history 

Road Maps 

Road Maps is a self-study guide to learning system dynamics. It is organized as a series of chapters and 

was developed by the System Dynamics in Education Project (SDEP) at MIT under the direction of 

Professor Jay Forrester. This website gives access to ten chapters of Road Maps, all available for free 

download. Road Maps teaches the reader how to identify different kinds of systems in existence and how 

to model these systems. It is a resource for beginners and advanced system dynamics modelers, and 

requires no previous system dynamics knowledge and only basic math skills. 

http://www.clexchange.org/curriculum/roadmaps/  
 

https://www.amass-ecsel.eu/
https://www.celticplus.eu/project-iod/).
https://www.elra.eu/imola-ii/
mailto:afraga@kr.inf.uc3m.es
mailto:jobs@kr.inf.uc3m.es
https://en.wikipedia.org/wiki/List_of_systems_engineering_universities
https://www.incose.org/systems-engineering-certification/certification-program-history
http://www.clexchange.org/curriculum/roadmaps/
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Top Five Systems Engineering Issues in Defense Industry 

A link to a .pdf report on the problems that exist in the complex defense industry, affecting both industry 

players as well as government participants. In this report, a Task Group was formed, inputs were solicited 

in advance, and a reconciliation meeting with 18 members held, in which 100 issues were raised. The 

group found that the bulk of the issues fell into five categories. These categories, as well as the process 

of carrying out the study, are detailed in this report. 

https://www.aticourses.com/sampler/TopFiveSystemsEngineeringIssues_In_DefenseIndustry.pdf  

10. STANDARDS AND GUIDES 

10.1 ISO/IEC/IEEE 21839 - Systems and software engineering — 
System of Systems (SoS) Considerations in Life Cycle Stages of a 

System 

ISO/IEC/IEEE 21839 - Systems and software engineering — System of Systems (SoS) considerations in 

life cycle stages of a system has been released to National Bodies for approval (or otherwise) of the 

technical content of the draft.   

10.2 Cybersecurity Requirements for Industrial Control Systems 
Development 

by 

Eric Cosman,  

Contributing Consultant at ARC Advisory Group 

July 12, 2018 

When implementing Industrial Control Systems (ICSs) to monitor and control elements of the critical 

infrastructure, it has always been crucial to ensure their safe and reliable operation. Traditionally, those 

building and operating such systems have focused on mitigating the effects of equipment failure or 

unexpected process conditions. In recent years, these concerns have expanded to include the possibility 

of accidental or deliberate compromise of the computers or networks via a cyberattack. 

Engineering disciplines have defined effective and accepted normative standards for improving both safety 

and security. In applying these standards, asset owners have focused primarily on protecting their existing 

systems by first identifying and characterizing the assets requiring protection and then assembling and 

implementing suitable countermeasures. 

Although this approach is reasonable given the size and complexity of the installed base, it is not sufficient. 

To make long-term gains, it is essential to address the fundamental design of ICSs. To the extent possible, 

https://www.aticourses.com/sampler/TopFiveSystemsEngineeringIssues_In_DefenseIndustry.pdf
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these systems must be both safe and secure by design. Cybersecurity standards are now available to 

address this need. 

Standards Address Mitigation and Countermeasures  

Over the past several years, organizations have developed standards related to ICS cybersecurity. Some 

target specific sectors (e.g., NERC CIP, AAMI 8001-1), while others have a broader focus (e.g., IEC 62443, 

UL 2900). Other sources of useful information complement the industry standards, including special 

publications from NIST (e.g., NIST SP800-53 and NIST SP800-82) and guidance documents from 

organizations like the SANS Institute (see article in the Featured Organizations section of this issue). 

Many of the available standards and guidance documents are inherently reactive in that they tend to 

emphasize mitigating the impact of cyber incidents that could affect existing systems. These largely 

reactive standards are directed primarily—if not exclusively—at system integrators and asset owners. The 

standards state what must be done to mitigate evolving threats and vulnerabilities. The emphasis is on 

what is required to configure, operate, and maintain secure systems. 

Lifecycle Perspective Needed 

Although necessary, risk mitigation and traditional countermeasures such as malicious software detection 

are not enough to make lasting improvements. A truly comprehensive response must include developing 

and delivering new products and systems that are secure (or securable) by design. This broadens the 

focus to include all stages of the solution lifecycle. 

Including the development stage requires involvement and commitment by component, system, and 

solution suppliers. Suppliers already have programs in place to respond to vulnerabilities detected in their 

products. To move beyond this and realize the goal of “secure by design,” they must have access to a 

consistent set of requirements developed and vetted by the integration providers and asset owners. 

When describing the security-related performance of products, it is more accurate to use the term 

“securable.” This is because even the most robust products can be compromised if not configured, 

implemented, and supported properly. “Resilient” is another term often used in this context, implying that 

a product has some built-in capabilities to resist attacks while still maintaining normal functions. 

Most of the major system suppliers have accepted the challenge and are working with integrators, asset 

owners, and other stakeholders to define the necessary requirements. 

Secure Development Lifecycle 

Many suppliers have taken a formal and rigorous approach to building security into their products. This 

process, commonly referred to as a secure development lifecycle, addresses all aspects of design, 

construction, testing, and vulnerability response. 
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Although the primary responsibility for applying such a process rests with the product or system supplier, 

there are opportunities for all stakeholder groups to get involved. Asset owners, regulatory agencies and 

standards development organizations are expected to contribute requirements based on accepted industry 

practice. 

Standards Define Requirements 

Though many suppliers employ a secure development lifecycle in creating their products, success 

depends on having clear requirements. Asset owners and prospective customers might provide security-

related requirements as part of their selection and procurement processes, but this is not assured. 

Attempts to encourage this, such as the development of suggested procurement language, have been 

largely unsuccessful. It is common for prospective purchasers to be more focused on functional 

requirements, often overlooking the security needs and constraints. 

Various standards have addressed this potential gap by defining a clear set of security requirements that 

apply to virtually all components and products. Several sector-specific standards are available for 

components and devices. Examples include NERC CIP, AAMI-8001-1 and parts of the UL 2900 series. 

The IEC 62443 standards define security requirements that apply across sectors. They have recently been 

extended to address both the processes used to develop secure products as well as the product 

requirements. 

The IEC 62443-4-1 standard describes product development lifecycle requirements related to 

cybersecurity for ICS products and provides guidance on how to meet the requirements described for each 

element. 

The IEC 62443-4-2 standard provides the technical cybersecurity requirements for the components that 

make up an ICS (i.e., embedded devices, network components, host components and software 

applications). It specifies security capabilities that enable a component to mitigate threats for a given 

security level without the assistance of compensating countermeasures. 

Both standards have been completed and approved by the ISA99 committee. They will be available both 

from IEC (as IEC 62443) as well as from ISA (as ANSI/ISA-62443). 

Eric Cosman, a contributing consultant for the ARC Advisory Group (see article in the Featured 

Organizations section of this issue), has more than 35 years of experience in the development, 

delivery, management, and support of operations IT solutions in the process industries. During his 

career, his assignments and responsibilities have included process automation systems development, 

communications network design, functional and technical architecture design, and technology 

lifecycle management. He recently retired as an operations IT consulting engineer with Dow 

Chemical. 
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11. A DEFINITION TO CLOSE ON 

System of Systems (from INCOSE SoS Primer) 

A System of Systems (SoS) is a collection of independent systems, integrated into a larger system, that 

delivers unique capabilities. The independent constituent systems collaborate to produce global behavior 

that they cannot produce alone. This type of collaboration is powerful, but brings major challenges for 

systems engineering: 

 • Because they are independent, constituent systems may make decisions or upgrades without 

considering the rest of the SoS. Sometimes this unintentionally forces others to make changes too. 

 • Constituent systems may withdraw (possibly without warning) from the SoS if their own goals conflict 

with SoS goals. 

 • Separate constituent systems are often drawn from different engineering disciplines, and the SoS itself 

is commonly large-scale and usually highly complex. It is difficult to produce accurate predictive models 

of all emergent behaviors, and so global SoS performance is difficult to design. 

 • Testing and verifying upgrades to a SoS is difficult and expensive (sometimes prohibitively) due to scale, 

complexity and constant evolution. 

INCOSE released its Primer on SoS at the INCOSE International Symposium which was held in 

Washington D.C. (USA) July 7 – 12, 2018. Members of INCOSE may download a free copy here. 

Emerging Standard: ISO/IEC/IEEE 21839 
 

12. CONFERENCES AND MEETINGS 

For more information on systems engineering related conferences and meetings, please proceed to our 

website. 

13. PPI AND CTI NEWS 

13.1 Vale Alain Faisandier 

It is with great sadness that we report the recent death from cancer of Alain Faisandier. Alain was a French 

SE consultant and trainer, well-known and well-liked around European SE circles. Along with Jean-Claude 

Roussel of Airbus and Michel Galinier of Thales, Alain set up a power base of French SE in Toulouse, and 

helped kickstart the Association Francaise de l’Ingénierie de Systèmes – AFIS, the French Chapter of 

INCOSE. This led to the European Systems Engineering Conference (EuSEC) in 2002 and the 

International Symposium (IS) in 2004 both being held in Toulouse, with Alain as General Chair. On the 

https://connect.incose.org/pages/store.aspx
http://www.ppi-int.com/systems-engineering/conferences
http://www.ppi-int.com/systems-engineering/conferences
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strength of these, Alain acted as Events Director at international level for INCOSE for some years, raising 

the bar ever higher for the standard of each IS, and encouraging INCOSE to diversify away from its US 

base. In later years, Alain stepped down so that he could concentrate on writing some good textbooks, in 

French but also in English – definitely worth reading. 

Alain had a quirky sense of humour, and was very proudly French. He could be very scathing of other 

countries’ cuisine, and even after one sublime meal for the planning committee for the Rome IS, the best 

he would offer was “C’est pas terrible” (it’s not awful). He also insulted corporate or committee stupidity in 

such a subtle way that it sometimes passed over the head of the intended victim. It would only be later, 

over a coffee or a glass of good wine, that we would hear his characteristic chuckle. I’m very sorry that I 

won’t hear that chuckle again. 

Paul Davies 

13.2 PPI Participation at EnergyTech Conference 2018  

Fundamentals of Systems Engineering 1-day Tutorial 

 Monday, 22 October 2018 

This day-long tutorial initially demonstrates the business purpose of a systems approach to the engineering 

of things, providing abundant evidence of its high value. Then into principles and methods. Over the course 

of the day, you will practice, in workshop format, analysis-based methods of requirements capture and 

validation, model-based design, and the conduct of trade-o studies, all on a single, technology-based 

system. These activities will be performed within a sound conceptual framework introduced early in the 

tutorial. This introduction to systems engineering is aimed at any practicing engineer or engineering 

manager in the energy technology arena, irrespective of your prior level of experience with systems 

engineering.  

by Robert Halligan FIE Aust CPEng IntPE(Aus) 

Presentation: A Framework of Knowledge, Skills and Attitudes Conducive to High 

Performance Engineering (Refer to the published technical program for timing) 

Tuesday or Wednesday, 23 or 24 October 2018 

Engineering projects are notoriously challenging, no more so than projects of the types widely represented 

at this conference - projects that are groundbreaking, complex and critically important. We are all trying to 

do these projects well, and to do them better, which drives the topic of this presentation. 

Engineering is a team sport, and like football, the performance of the team is governed by the the 

Knowledge, the Skills and the Attitudes (KSAs) of the team members. The KSAs relate to the traditional 

engineering streams of technology, mathematics and physics, the systems engineering stream of knowing 

how to go about applying the technology, mathematics and physics in a way conducive to success, and 

soft skills such a communication and emotional intelligence that distinguish a team from just a group. 
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A variety of engineering competency frameworks exists. In this presentation, we overview existing systems 

engineering competency frameworks. We then present a new, recommended framework; new in terms of 

publication but old in that it has been the foundation of the systems engineering education of over 13,000 

engineers worldwide. This recommended framework exhibits a strong alignment with, we believe, 

practical, in-the-trenches, e cient, value-driven, high-performance engineering. 

by Robert Halligan FIE Aust CPEng IntPE(Aus) and René King   

Expert SE/PM Panel on PMIAA 

A Panel of experts (including Virginia Greiman, Randy Ili, Robert Halligan, and Mike Pa ord) moderated 

by Bill Moylan discuss the current state of PM/SE Integration and the implications of the Program 

Management Improvement and Accountability Act (PMIAA). 

Presentation: The Integration of Project Management and Systems Engineering (Refer to the 

published technical program for timing) 

Thursday 25 October, 2018, morning. 

This one-hour presentation on the integration of program/project management and systems engineering 

focusses on the more technical aspects of achieving the desired integration, including the management 

framework of Project (Work) Breakdown Structure, selecting the most appropriate style of development, 

integrating technical project performance data with cost and schedule data, and integrating engineering 

decision-making with project decision-making. 

by Robert Halligan FIE Aust CPEng IntPE(Aus) 

13.3 Introducing Bijan Elahi – Medical Products Risk Management 
Leader and Educator 

 

We are delighted to welcome Bijan Elahi to the PPI team. Bijan Elahi has authored and will deliver a new 

PPI course offering to the medical sector: “Medical Products Risk Management”, over three days. The first 

presentation of this course will be in Eindhoven, NL, over 22-24 November, 2018. See https://www.ppi-

int.com/training/mdrm3d/. We hope to see you there! 

https://www.ppi-int.com/training/mdrm3d/
https://www.ppi-int.com/training/mdrm3d/
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Bijan Elahi is an expert on a world scale in medical devices risk management and systems engineering. 

He is the winner of the Educator of the Year Award from the International System Safety Society, for 

outstanding performance in system safety education. Mr. Elahi’s personal mission is to elevate knowledge 

and proficiency in medical device risk management to the highest levels via teaching, coaching, and 

mentoring, to the benefit of companies and society. He has 25+ years of experience in risk management, 

working with the largest medical device companies in the world, as well as with small start-ups. He is a 

lecturer at Eindhoven University of Technology (the Netherlands), where he teaches risk management. 

The audience for this education is doctoral students in engineering as well as physicians and professionals 

in the medical device sector. Additionally, Mr. Elahi teaches a graduate-level course in medical device risk 

management at Delft University of Technology in the Netherlands.   

Mr. Elahi is a principal consultant and trainer with Project Performance International.  

Mr. Elahi is author of the landmark book “Safety Risk Management for Medical Devices”, published by 

Elsevier Publishing as Academic Press (3 July 2018). This is the first publication to focus exclusively on 

safety risk management of medical devices 

The book demystifies risk management, providing clarity of thought and confidence to the practitioners of 

risk management as they do their work. The book delivers not only theory, but also a great deal of practical 

guidance for applying the theory in daily risk management work. The reader is familiarized with the 

vocabulary of risk management and guided through a process to ensure compliance with the international 

standard ISO 14971 - a requirement for all medical devices. See https://www.amazon.co.uk/Safety-Risk-

Management-Medical-Devices/dp/0128130989 

Mr. Elahi is a Technical Fellow at Medtronic. In this role, he teaches and consults to all Medtronic business 

units worldwide.   

He is a contributor to the international standard ISO 14971-“Medical devices-Application of risk 

management to medical devices”. He is a member of the Editorial Board of the Journal of System Safety, 

a publication of the International System Safety Society, and a frequently invited speaker and lecturer at 

international conferences. Earlier in his distinguished career, he was a systems engineer on the Space 

Shuttle at NASA (USA). Mr. Elahi holds an MS Electrical Engineering degree from the University of 

Washington and a BS Aerospace Engineering degree from Iowa State University, United States. 

His experience in medical devices spans class III implantable medical devices, electro-mechanical and 

disposable devices.  His most recent product was a deep brain stimulator (DBS) implant for Parkinson’s 

disease. 

Mr. Elahi served as the President of the flagship chapter on INCOSE in Seattle.  His other memberships 

include IEEE, and Tau Beta Pi, Engineering Honor Society. 

Bijan lives in the Netherlands with his wife Jamie.  They have two adult children. Bijan’s interests include 

cycling, yoga, adventure travel, behavioral economics and critical thinking. 
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14. PPI AND CTI EVENTS 

On-site systems engineering training is being delivered worldwide throughout the year. An overview of 

public courses is below. For a full public training course schedule, please visit https://www.ppi-

int.com/course-schedule/ 

Systems Engineering 5-Day Courses 

Upcoming locations include: 

• Eindhoven, the Netherlands 

• Sydney, Australia 

Requirements Analysis and Specification Writing 5-Day Courses  

Upcoming locations include: 

• Stellenbosch, South Africa 

• London, United Kingdom 

 

Systems Engineering Management 5-Day Courses 

• Upcoming locations include: 

• Ankara, Turkey 

• Münich, Germany 

Requirements, OCD and CONOPS in Military Capability Development 5-Day Courses 

Upcoming locations include: 

• Amsterdam, the Netherlands 

• Washington, D.C., United States of America 

Architectural Design 5-Day Course 

Upcoming locations include: 

• Melbourne, Australia 

• London, United Kingdom 

CSEP Preparation 5-Day Courses (Presented by Certification Training International, a PPI company) 

https://www.ppi-int.com/course-schedule/
https://www.ppi-int.com/course-schedule/
http://www.ppi-int.com/training/systems-engineering-course.php
http://www.ppi-int.com/training/requirements-analysis-specification-writing-course.php
http://www.ppi-int.com/training/systems-engineering-management-course.php
http://www.ppi-int.com/training/ocd-conops-course.php
http://www.ppi-int.com/training/Architectural-Design.php
http://www.certificationtraining-int.com/
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Upcoming locations include: 

• Laurel, MD, United States of America 

• Madrid, Spain 

Other training courses available on-site only includes: 

• Project Risk and Opportunity Management 3-Day 

• Managing Technical Projects 2-Day 

• Integrated Product Teams 2-Day 

• Software Engineering 5-Day. 

15. PPI UPCOMING PARTICIPATION IN PROFESSIONAL 
CONFERENCES 

PPI will be participating in the following upcoming events. We support the events that we are sponsoring 

and look forward to meeting old friends and making new ones at the events at which we will be exhibiting. 

 

INCOSE Western States Regional Conference 

(Sponsoring) 

Date: 20 - 22 September 2018 

Location: Ogden, Utah, USA 

4th IEEE Symposium on Systems Engineering 

(Sponsoring) 

Date: 1 - 3 October 2018 

Location: Rome, Italy 

INCOSE SA 2018 

(Exhibiting & Sponsoring) 

Date: 3 - 5 October 2018 

Location: Pretoria, South Africa 

INCOSE Great Lakes Regional Conference 

https://www.ppi-int.com/on-site-training/
https://www.incose.org/incose-member-resources/chapters-groups/ChapterSites/enchantment/chapter-events/2018/09/20/default-calendar/western-states-regional-conference-(wsrc)
https://www.incose.org/incose-member-resources/chapters-groups/ChapterSites/enchantment/chapter-events/2018/09/20/default-calendar/western-states-regional-conference-(wsrc)
http://2018.ieeeisse.org/
http://www.incosesaconference.co.za/home
https://www.incose.org/events-and-news/incose-event/2018/10/17/default-calendar/incose-great-lakes-12th-regional-conference-2018
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(Sponsoring) 

Date: 17 - 20 October 2018 

Location: Indianapolis, IN, USA 

EnergyTech Conference 2018 

(Exhibiting, Tutorial, Presentation & Panel Participation) 

Date: 22-25 October 2018 

Location: Cleveland, OH, USA 

New Zealand Defence, Industry & National Security Forum 

(Exhibiting) 

Date: 31 October – 1 November 2018 

Location: Palmerston North, New Zealand 

The INCOSE International Symposium 2019 

(Exhibiting) 

Date: July 2019 

Location: Orlando, USA 

The INCOSE International Symposium 2020 

(Exhibiting) 

Date;18-23 July 2020 

Cape Town, South Africa 

 

Kind regards from the PPI SyEN team: 

Robert Halligan, Editor-in-Chief, email: rhalligan@ppi-int.com 

Ralph Young, Editor, email: ryoung@ppi-int.com 

René King, Managing Editor, email: rking@ppi-int.com 

 

 

 

 

 

https://www.energytech.org/
http://www.nzdia.co.nz/forum/
mailto:rhalligan@ppi-int.com
mailto:ryoung@ppi-int.com
mailto:rking@ppi-int.com
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Project Performance International 

2 Parkgate Drive, Ringwood, Vic 3134 Australia Tel: +61 3 9876 7345 Fax: +61 3 9876 2664 

Tel Brasil: +55 12 9 9780 3490 

Tel UK: +44 20 3608 6754 

Tel USA: +1 888 772 5174 

Web: www.ppi-int.com 

Email: contact@ppi-int.com 

Copyright 2012-2018 Project Performance (Australia) Pty Ltd, trading as Project Performance International.  

Tell us what you think of SyEN. Email us at syen@ppi-int.info. 

http://www.ppi-int.com/
mailto:contact@ppi-int.com
mailto:syen@ppi-int.info
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